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Preface

This IBM® Redbook offers a comprehensive guide to the concepts, concerns,
and approaches to properly size and plan the capacity of IBM @server
pSeries® systems. It discusses the major hardware, software, benchmarks, and
various tools used in the sizing and capacity planning process.

This redbook is suitable for professionals who want to acquire a better
understanding of sizing pSeries products. It targets clients, sales and marketing
professionals, technical support professionals, and IBM Business Partners.

The introduction of this redbook provides an excellent look into how sizing and
capacity planning are accomplished for pSeries servers. Client dialogs are used
throughout this book for illustration purposes.

Inside this redbook, you will find:

An introduction to pSeries sizing and capacity planning

A historical look at pSeries hardware components

A discussion of software components such as AIX® and Linux

A review of industry standard benchmarks

A description of the Balanced System Guideline

A discussion of various sizing tools that are available

Information about performing application-specific sizing

A review of the various data gathering tools used for capacity planning

vVVyVYyVYVYYVYYVYYyY

This redbook is intended as an additional source of information that, together
with existing sources referenced throughout this document, enhances your
knowledge of IBM solutions for the UNIX® marketplace. It does not replace the
latest pSeries marketing materials and tools.

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization (ITSO), Austin
Center.

G. Benton Gibbs is a Senior Consulting Engineer with Technonics, Inc.
(http://www.technonics.com) in Austin, Texas. He has over 20 years of
experience in the AIX and UNIX field. His areas of expertise include performance
analysis and tuning, operating system internals, and device driver development
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for the AIX operating system. He is also an IBM Learning Services instructor for
advanced AlX classes. He was the project leader for this IBM Redbook.

Jerry M. Enriquez is a Systems Administrator for White Cap Construction
Supply in Costa Mesa, California. He has 15 years of experience in AlX,
migrations, performance, and installations for RS/6000® and pSeries solutions.
He holds a degree in business administration from University of Santo Tomas in
Manila, Philippines. His areas of expertise include AlX, IBM TotalStorage®
Enterprise Storage Server® (ESS), storage area network (SAN), migrations,
performance, storage sizing, and installations.

Nigel Griffiths is a Certified IT Specialist, specializing in performance, in the
pSeries Advanced Technology Group, UK. He has 24 years of experience in the
UNIX and Linux field from C programming and kernel internals to Oracle
relational database management system (RDBMS) tuning and sizing pSeries
solutions. He has written extensively and trained others in UNIX systems
administration, performance tuning, and sizing.

Corneliu Holban is a Senior IT Specialist in IBM United States. He has over 10
years of experience in system engineering, technical support, and sales on
pSeries and RS/6000 systems. His areas of expertise include solution design
and sizing, system performance, capacity planning, and clusters. He is an IBM
Certified Advanced Technical Expert on RS/6000 and AlX. He is also IBM
Certified for RS/6000 Solutions Sales. He has written extensively in pSeries,
clustered, and database systems.

Eunyoung Ko is an Advisory IT Specialist at FTSS in IBM Korea. She has five
years experience of Dynix/ptx and three years of AIX. She currently works for the
Field Technical Sales Support Team for pSeries. Her mission includes various
benchmark tests, performance tuning, troubleshooting, and solution
implementation.
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Part 1

Introduction to
sizing and
capacity planning

This part introduces and describes the concepts, concerns, general guidelines,
and approaches to the sizing and capacity planning of pSeries servers.
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Overview, concepts, and
approach

This chapter provides the basics behind practical sizing and capacity planning. It
also examines the underlying concepts and approach.

Properly sizing pSeries servers can be difficult since every client environment is
unique. Usually there is not enough information to make the best decision.
Therefore, you must take a realistic approach. And if you make proper
assumptions, you can reach an adequate solution.

Capacity planning is a predictive process to determine future computing
hardware resources required to support estimated changes in workload. The
increased workload on computing resources can be a result of growth in
business volumes or the introduction of new applications and functions to
enhance the current suite of applications.

The objective of the capacity planning process is to develop an estimate of the
system resource required to deliver performance objectives that meet a forecast
level of business activity at some specified date in the future. As a result of its
predictive nature, capacity planning can only be an approximation at best.

The implementation of the same application in different environments can result
in significantly different system requirements. There are many factors that can
influence the degree of success in achieving the predicted results. These include
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changes in application design, the way users interact with the application, and
the number of users who may use the applications. The key to successful
capacity planning is a thorough understanding of the application implementation
and use of performance data collected.

You can perform capacity planning in one of two ways:

» Manually: This involves reviewing historical data, obtaining forecasts of
business growth, and making a judgement based on simple mathematics to
predict future resource requirements.

» Using a modelling tool: This is similar to the manual approach in that it is
based on previously collected performance data and information regarding
predicted growth.

Instead of simple mathematics, capacity planning requires you to use modelling
tools (described in later chapters) to invoke the mathematical queuing theory to
predict future system requirements.

1.1 Definitions of common terms

Here are some terms that will be used in this redbook:

» pSeries: Refers to the pSeries range of systems that support AIX (the IBM
version of UNIX) and Linux operating systems using the POWER™ and
PowerPC® architectures.

» Sizing: Requires you to use solution requirements and budget constraints to
configure a system solution that meets the objectives required.

» Capacity planning: This is a predictive process to determine future
computing hardware resources required to support estimated changes in
workload by monitoring an existing system to spot trends in its utilization.

» Resizing: This is sizing based on an existing system.

1.2 Concepts

4

Many technical people find that they must reinvent the wheel when they are
asked to size and configure a system. This IBM Redbook was created to assist
technical specialists in the sizing of pSeries systems quickly and accurately. It
draws together the techniques and tools used by experienced technical
specialists for the benefit of others around the world. A structured and consistent
but realistic method of sizing systems should:
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» Increase accuracy.
» Provide faster turn around for sizing requests.
» Make IBM simpler to work with for clients.

» Reduce the risks of common mistakes that are otherwise learned using more
challenging methods.

» Reduce the risk of poor configuration recommendations that may effect client
satisfaction in the longer term.

1.2.1 Required knowledge and experience

Prior to reading this redbook, you must know or be familiar with the following
topics:

» The pSeries product range (for example, models, processor characteristics,
maximum memory, Peripheral Component Interconnect (PCl) slots, and
performance ratings), a disk subsystem that can be attached, and common
software from IBM and third parties

» The eConfig configurator
» Performance and related hardware issues

1.2.2 Sizing with capacity planning

Capacity planning is strongly related to sizing. For example, monitoring the
capacity of a production system can indicate that the system needs to be
upgraded. In this IBM Redbook, this may be referred to this as resizing because
most of the sizing techniques are still relevant to the upgrade. However, there is
the added bonus that you can take accurate measurements from the production
system as input into the sizing of the upgrade.

1.2.3 The sizing problem

Sizing can appear to be quite simple, as easy as guessing. The input is the
system requirements, and the output is a pSeries configuration and a price.
However sizing is really rather challenging. The real problem is the lack of clear
facts. This means that you end up making assumptions, which reduces accuracy.

When you start a sizing project, there are never enough solid facts. The known
facts are vague. This presents a moving target as people change their mind or
constantly review and modify the facts. There are also unknown error factors.
This takes us to that well-known slogan “garbage in = garbage out” (GIGO).
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Sizing is also difficult because:

» Clients may think it is easy and that the sales person doesn’t know their
products.

» Performance warranties are often requested in the final contract or bid.

Clients may ask:
» “If you can’t size it, how can you sell it?”
» “Don’t you know what your systems can do?”

The problem is that we are trying to predict the future based on little or no facts
about the present. The following factors also make sizing a difficult task:

» Technology changes at an accelerated rate, so there always seems to be new

models and performance data.
» Every client has their particular and often unique requirements.
» People use different terms and definitions for common computer words.
» New requirements often arise during sizing.

» People assume that is it simple.

Tip: From our experience, we recommend that you reject requests to perform
sizing considering that there not any facts. It is better to guess and advise the
client that the guess may be off by a factor of ten.

1.2.4 Sizing inputs

6

It is difficult to define the inputs for sizing. For example, the range of sizing
requests may be from a system for 20 users to many facts and details with
hundreds of pages of statistics about the required sizing.

The list of sizing inputs may include:

» Application top-level design (one-, two-, or three-tier) and users’ desktop
systems

» Such application modules as relational database management systems
(RDBMS), Web servers, application servers, etc.

» Raw data or disk size in gigabytes (GB) or numbers of records and record
sizes

» User numbers and user types

» Network details such as the network already installed or the throughput
requirements
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Transaction type and size plus the details of rates (per second, minute, hour)
Growth in terms of company expectations, data size, or number of users
Disk protection and disk type preferences

Preferences from the client for large symmetric multiprocessors (SMP) or
clusters of smaller systems

Industry preference of rock bottom prices versus ultra high availability

1.2.5 Sizing outputs

Thinking about the output of a project is a good way to focus on you need to do to
achieve that output. What should go in the sizing output document? Consider the
following items:

vVvyYvyvYyYyy

pSeries model with number of processors and speed
Memory configuration

Amount and type of disk drives

Adapters for disk, tape, and network

Software requirements (operating system, applications, etc.)
Pricing and budget constraints

While this is a reasonable list, experienced experts in this sizing field would
comment that a lot of items are still missing, such as:

>

Client, project name, and contacts: A large client environment may have
many sizing projects active at the same time, so it's easy to become confused
as to which one you are dealing with.

Documented input: Experience has taught the experts that, with vague
requirements and input from more than one person over a period of time,
there are often arguments (later) about the precise input details. For example,
“| asked for 100 to 200 users and not 150 users,” or “Sorry, you must have
misheard me. | said, 15 hundred and not 15 thousand.”

Documenting the requirements allows you to verify them, identify whether any
are wrong, and limit any damage.

Documented assumptions: When a full set of facts is not available,
assumptions are going to be made. The requester must document these
assumptions and check that they apply and are the best that can be done. If
the details are not documented, there is no opportunity to validate the
assumptions.

When facts are incomplete, you must come to some reasonable conclusion
and assumptions yourself to enable sizing to take place at all. You make your
best guess, but it may result in error or to be off the mark. If these are not
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documented (for example, hidden), then they cannot be questioned and, if
wrong, corrected early.

» Caveat, caveat, and more caveat: This means that particular weaknesses in
the sizing are documented and gives the responsibility to the requester or
clients. A sizing project is not a performance guarantee or a promise that the
system will work. Caveats are used to highlight this.

» Additional considerations: You think about the solution, size it, and
recommend a configuration. You should also highlight whether there are
useful hardware or software items (not included) that are worth the client’s
consideration. Some examples are HACMP (high availability options),
disaster recovery options, and other software that can simplify installation or
operation of the solution such as clustering software (for example Cluster
Systems Management (CSM) and performance monitoring (Performance
Toolbox (PTX®) or PM/AIX)).

You may recommend, for example, HACMP (high-availability) or more disk
space to make the system more usable. You may also recommend services
that are available to aid the installation and setup or migration of data to the
new system.

» Risk analysis: While a full risk analysis of the system requires much time and
effort, the person who is performing the sizing must understand the
recommended configuration. When they map the requirements to the
configuration, they must make some compromises. For example, if part of the
sizing output indicates low memory, we may recommend to add an a 4 GB
memory card. Or if there isn’t any spare disk capacity for file transfers, we
may recommend eight additional disks.

Another way to look at risk is that, if the client had 5% more funds, consider
what they would purchase to have a more comfortable configuration.

» Extras included: If while sizing you added such extras as rounding up the
memory or filling a disk pack with eight disks instead of the six that were
actually required, then clearly state this in the sizing output. If the requester is
not informed, they will never know about the extra resources that available
and the benefits that they offer.

If you add this all together, it may seem like a large document. However, it can be
as simple as spreadsheet with the necessary numbers and an e-mail that covers
these points.
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1.2.6 Who performs sizing

The groups who tend to run sizing projects are (not an exhaustive list):

>

IBM Server Group

pSeries Sales

pSeries Sales Technical Specialists
IBM Techline Support

Field Technical Sales Support (FTSS)
Advanced Technical Support (ATS)

Clients, integrators, or IBM Global Services

Architects

Consultants

Senior systems administrators
System builders and implementers

These people all have the following characteristics in common:

>

A fairly deep understanding of the components of a computer and how they
interoperate

A fairly good understanding of system performance issues

An understanding of RDBMS and Web server type technologies and what is
required for high throughput

Have a background in system administration and installation so they
understand the issues of the groups that have to get the resulting computer
system working

Have at least ten years plus industry experience

1.3 Sizing and resizing process

Figure 1-1 shows how sizing and resizing fit into the overall process of selling
and buying computer systems. It also shows some of the tasks that must be
performed by the person who is responsible for sizing, resizing, and capacity
planning.

Figure 1-1 also highlights that there are two sources of sizing:

| 2

»

Sales team and their technical support groups involved in new systems:
These people work with the client to create the solution design and
requirements. This is the sizing task.

System administrators: They monitor performance of their systems or with a
capacity plan to predict a future issue or sudden complaints from users on
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performance. Then they decide whether an upgrade is required. This is the
resizing task.

Sizing Tasks
Solution design Hardware regui t
; —» Sizing model - 5 SRS
and requirements > g (rPerf/RAM/Disks/Adapters)
Building Block Choices
Resizing Tasks Resizing model eConfig
%l (Pricing)
Estimated or |
Measured Growth +
T Sales Bid
Capacity Planning i
Purchase
t Gather Performance
Data i
\ Install/Setup
- !
Performance Tune > Production

Figure 1-1 Sizing tasks and roles

1.3.1 System design and requirements

Designing computer systems is beyond the scope of this IBM Redbook since the
topic is quite complex. System design involves the following types of work:

Defining business goals, targets, and aspirations

Building a business model and data model

Re-engineering current processes

Application software choices and middleware selection

Infrastructure and organization of the information technology (IT) department
Communications and interfaces with other systems

vVVyVYyVYyYYvyy

From these activities, the data required for sizing should evolve.

1.3.2 Sizing model

The person who is responsible for sizing must enter, into a modeling tool or
spreadsheet, the available data on workloads, the number of users, transactions,
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and data volumes. From this information and data about pSeries servers, the

application, benchmarks, hardware, and software requirements are determined.

These are usually expressed in a processor power rating (such as rPerfs,
SPECInt, etc.), the size of memory, number and size of disk drives, along with
adapters for networking and storage.

Creating this model is key to good sizing. The model works from the sizing of
data to the hardware configuration.

1.3.3 Hardware requirements

For each of the workloads, the hardware requirement is specified as:

Processor power rating (for example estimated rPerf)
Memory: Speed and size

Disk Drives: Number and size

Adapters: Number and type

>
| 4
>
>

For example, you may specify this as shown in Table 1-1.

Table 1-1 Hardware requirements

Service name | CPU RAM Disks Network FC Scale
rating (GB) (36 GB) (GB) out

Database 50 64 200 2+1 8

Application 80 120 1 4+1 2 yes

Web server 20 16 1 4 +1 yes

Test server 40 60 80 3 4

Development 15 32 20 1

Backup 4 8 8 2 2

The Scale out column highlights when a workload can be spread between
multiple, smaller servers. This is important for reducing costs and increasing

availability.

1.3.4 Building block choices

After the sizer determines the hardware requirements, you must select the
systems to provide the resources. If this solution is tiered or has several
independent components, then there is a hardware requirement for each.

The next phase is to consider the building blocks that make up the system.
Fortunately, the pSeries family of workstations and servers are extremely flexible.
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However, this flexibility means that someone has to make a decision about which

one to choose. Often it is a given by the sizing request.

For example, the request may state that the client wants either a single large
system with logical partitions (LPAR) for maximum flexibility, or for cost reasons
and the application’s natural fit, they want a cluster of smaller systems. If there is
no more guidance, the person who is performing the sizing must decide for
themselves, discuss this further with the requester, or provide multiple solutions

and options for the client to decide.

CPU rPerf
Memory

Disk drives

Building block
choices

Adapters

U -
RN
N |-
B -

Cluster

’— Application server
Application server

Dynamic
4  LPAR
Workload ¢
Manager ? RDBMS
A v
SMP Logical partitions

L Application server

Figure 1-2 pSeries building block choices

There are usually at least two options because of the large overlap of the models
in the pSeries range. The choice is driven by price, availability, and flexibility for
performance and growth. This is discussed in more detail in Chapter 5, “General

sizing” on page 217.

After the building blocks are decided, the detailed configuration can be specified

via the eConfig configurator.
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1.3.5 eConfig for the price

This task involves creating a valid configuration from the building block and
hardware requirements information. The result is a price that is determined for
the sales team to discuss with the client and the documentation required to order
a system from IBM.

1.3.6 Sales, purchase, install, and production

These items should not be a surprise in the purchase of a pSeries system or
systems. Generally, these issues are not the concern of the sizing team.

1.3.7 Gathering performance data

There are many ways to gather data from a production system as explained in
Chapter 7, “AlX tools for data gathering” on page 341. There are many problems
with simply collecting data because the data needs to be manipulated to become
useful.

For example, you may collect minute-by-minute data and then attempt to perform
trend analyses over a period of 12 months. In this case, there is simply too much
data to handle. Also, performance tuning specialists like to collect hundreds of
different statistics that may not be appropriate for long-term analysis.

Another problem is that if you take a weighted average of the data, the data
becomes meaningless. If a system has a peak during the day when it nearly runs
out of resources and then it is unused at night, the average is very low and
pointless for capacity planning or for measuring growth. Most systems have peak
hours of the day, peak days of the week. The peaks are important.

1.3.8 Performance tuning

When a system is clearly over stressed, the first task is to provide a performance
sanity check to ensure that the resources inside the system are being effectively
used. Only after you run a performance check and perform any subsequent
tuning, then you should consider a resize and upgrade. It may turn out that by
performance tuning, the system does not require upgrading.

There is a growing pressure on IT departments. At many sites, systems are not
regularly monitored for performance. It is only attempted as a result of complaint
or pressure from the users of the computer system.
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1.3.9 Estimated or measured growth

You can measure the growth of a system as long as regular monitoring,
performance statistics, and tools to analyze the data are available. The
alternative is a simple estimate. This is the only method if a change in the
workload, such an increase in users or data volumes, is expected in the future.

The growth factor should be at the application level, if there is more than one
application or service on the system.

1.3.10 Capacity planning

The alternative source of sizing projects is from production systems that are
reaching their capacity. We recommend that such systems are investigated for
performance tuning options before upgrading is considered. If there are certain
performance bottlenecks, upgrading may not increase capacity at all. Also,
performance analysis reveals which resources (such as the processor or
processors, memory, disk drives, network, or adapters) are the bottleneck and
need upgrading.

Use care because a bottleneck in one resource may hide another bottleneck that
is only revealed later. This can annoy clients because they perceive this as a
failure of multiple upgrades resulting from a failure of the first upgrade to
eliminate the problem.

Sizing for an upgrade (commonly called resizing) is much simpler than initial
sizing. When resizing, a working system already exists from which you can
extract precise data about user numbers, transactions rates, and resources used
to achieve the current workload.

You can extract this data from the running system in many ways, as explained in
Chapter 7, “AlX tools for data gathering” on page 341. A particularly good
method that became available in AlX 4.3.3 and continues to be enhanced in
subsequent releases is the feature called Workload Manager. Workload
Manager is very effective when a system is running more than one application,
which is common. In practice, even for a system with one primary workload, the
application usually has several components that you can classify into Workload
Manager classes and monitor separately.

1.3.11 Resizing model

This phase is similar in many ways to the original sizing. The important
distinction is that there is a running production system which can be investigated
to determine resource usage, user numbers, and transaction sizes and rates.
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If the system is to be internally upgraded by adding processors, memory, disk
drives, or adapters, the current configuration and the limits of the model clearly
limit the options. For example, the system may only allow one or two extra
processors. The task of the person who is performing the sizing is to determine
which it is and to justify that in the sizing. Their job is made far more simple since
they do not need to determine the number of processors required from a range of
one to sixteen.

Consider the case where a system, due to its age, is to be upgraded to a different
system. Using a current system makes good sense. However maybe the system
cannot be upgraded further because it already has full specifications. In this
case, information available from the production system is of great value to create
an accurate resizing model.

1.3.12 rPerf reliance

The sizing in this redbook uses the relative performance (rPerf) estimates from
the IBM @server pSeries Facts and Features, G320-9878. You can find this
document on the Internet at:

http://www-1.ibm.com/servers/eserver/pseries/hardware/factsfeatures.pdf

The numbers in this document are official from IBM. They are backed up by
benchmarks, analysis, and clear understanding of the systems. The definition
assumes a RDBMS-type workload, consisting of processors, memory, and disk
intensity.

This paper also includes the effects of software as advances are made in:

Operating system

RDBMS

Applications

Compilers and the optimized code they produce

vyvyyy

This explains why the official numbers are changed occasionally for the same
hardware. Increases in memory sizes (new larger dual inline memory modules
(DIMMS) become supported) allow further caching, which can mean that the
figures change. For these reasons, the performance rating can only be expected
on the latest versions of all items in the previous list.

If your sizing does not have the following qualities, then you may not reach the
expected performance levels:

» Is like a large RDBMS (for example, only central processing unit (CPU)
intensive)

» Uses the latest operating system

» Uses the latest RDBMS version
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» Compiled with the latest compilers
» Uses large amounts of memory

A typical mistake is to upgrade from an older system, but not to upgrade the
operating system, RDBMS, and application, and still expect the performance
difference to reflect the difference in rPerf numbers. In this case, you see the
hardware component difference, but unless you also upgrade the software, you
may be disappointed.

Important: Given these limitations, sizing based on rPerf and the tools in this
Redbook are likely to have an accuracy of plus or minus 20% at best.

1.4 Weighing sizing components

Certain sizing components are more important, and in fact more critical, than
others. If you calculate them incorrectly, they can be the quite painful to correct.
The following components are important when sizing:

» pSeries model including number of processors and their speed
» Memory configuration

» Disk drive or drives’ type and number

» Adapters for disk drives, tapes, and networks

» Software requirements

When trying to determine the optimal system size, concentrate on the most
expensive component first. Make sure that, if necessary, there is a simple way to
easily correct these components later and avoid replacing the entire system.

Technical experts who perform sizing all agree that it is the pSeries model that is
the most important component, and not just configuring the maximum number of
the fastest processors. This means, if necessary, you can add a few more
processors or faster processors later. Upgrading to the next model up (via a box
swap) is expensive and time consuming for clients. It is best to avoid this.

Important: The pSeries model and processor configuration is the most
important component during sizing, because it is the most expensive
component to correct if it is not properly sized.

1.4.1 Memory size

Generally memory prices are reduced regularly as technology allows higher
density and the next generation of single inline memory modules (SIMMs) and
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DIMMs provide double the memory sizes. This means large memory
configurations are becoming normal and less of a cost issue than in the past.

Often systems are not fully configured to their potential memory, so there is
usually room to add memory later. Some memory cards must be removed if
memory slots are limited and a larger capacity memory cards must be added.

Important: In smaller pSeries models, use care because there are lower
memory limits. This is the second most important component that you want to
ensure is properly sized.

1.4.2 Disk type and number

Individually, disks are relatively inexpensive. Of course, you may need many disk
drives and some type of housing for external drives.

Disk drives are priced per GB. Their prices fall regularly, while disk density
(capacity) increases. You can usually add many more disks by using Serial
Storage Architecture (SSA) or Fibre Channel storage area networks (SAN)
technology.

Systems at the low end of the pSeries family, with respect to internal disks, have
low limitations in the number of disks. Adding an extra disk that does not fit within
the system is an expensive option.

Usually this is an easy problem to correct later.

1.4.3 Adapters for disk, tape and network

Most adapters are relatively inexpensive when compared with the system cost
and higher speeds delivered with Gb Ethernet and Fibre Channel. Improvements
in storage have reduced the number of adapters required significantly in the last
couple of years. They need higher-speed PCI slots such as the PCI
double-speed and PCI-X technology.

You can usually add more but make sure all systems have a few spare adapter
slots free. This is generally not a sizing problem unless you run out of adapter
slots.

1.4.4 Software

Software is generally flexible. However, there are exceptions since some
applications do not scale well, particularly if extra processors or memory is
added.
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Software solutions that are priced “per processor” can escalate the costs of the
system when additional processors are added. This is sometimes a hidden extra
cost of processor upgrades.

Fortunately, the powerful POWER and PowerPC processors reduce the number
of processors required, often by a factor of two. They offer excellent cost savings.

Some software may have to be upgraded to different versions or the next product
in a range with extra processors. For example, some software requires an
enterprise version for more than four processors. This may be a licensing issue
or result in the installation of a different product.

1.4.5 Summary

The most important component to that you must properly size is the pSeries
model. If possible, avoid fully configured systems, including processors, memory;,
and adapters. If one of these items is fully configured, be sure to identify it to the
client.

Important: When sizing a pSeries model, make sure that you have the
potential to add additional processors, memory, and adapter options.

1.5 The importance of the right amount of information

18

In practice, sizing requests fall into one of the following categories:

» With little or no information available, you have to guess and risk a higher
margin for error.

» With a few more facts, you can make a much better guess and reduce the
margin of error.

» With enough information, the right sort of information, and a good approach,
you can estimate sizing with an acceptable margin of error.

» With a lot of information, time, and resources, you can achieve a very
accurate system sizing. Logically with infinite time and resources, the sizing
can reach infinite accuracy. This usually only happens when high risk is
involved and when mistakes can be very expensive. Sizing with an accuracy
of 1% is a major project and rarely occurs because it requires many
person-months of effort and running multiple benchmarks.

Figure 1-3 illustrates the relationship between information and accuracy. It shows
three regions of sizing information and accuracy:
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» Without enough facts or information, those who perform sizing are forced to
make large assumptions and guess.

» With enough appropriate sizing facts or information, sizing is relatively simple
and quite accurate to provide a estimated sizing.

» Too many facts or information can hide the appropriate facts and require a lot
of time to work through.

This explains why the data from which a sizing estimate is created is vitally
important.

Guess Estimate  Takes too long Major project!

100%

Too many facts

50%

Accuracy

0%

Information Available

Figure 1-3 Accuracy versus information graph

1.5.1 Brain overload

A complicating factor is that sizing is a multi-dimensional problem and the
dimensions are interrelated. Consider these examples:

» Adding more hardware to address performance issues increases the cost.
» Adding more disks may require more adapters and perhaps more memory.
» Adding more memory can reduce the use of disks and save processor power.

Chapter 1. Overview, concepts, and approach 19



Figure 1-4 illustrates how all of these aspects are inter-related.

To avoid the frustration of trying to think about and balance these items at one
time, you need:

» A method such as the one in 1.6, “A practical sizing method” on page 21

» Push back
» Patience and understanding

Performance
A
Configuration Workload
Amount of Data | «— Inter-related —» Transactions
Price ! Number of users
— v
Availability

Figure 1-4 Sizing inter-relationships

Many times, there is no solution to satisfy the requirements. For example, you
cannot support 10,000 users on a pSeries 615 Model 6E3. You must clearly state
that the requirements are impossible and provide two solutions instead of one,
for example:

» The solution with no cost restrictions
» The solution at the right price but showing where performance or data volume
targets are not met

You must have patience and understanding for occasions when a sales person
says “but | promised the client that it was possible”. People who are experienced
in sizing have to stand their ground. When they are sure, they must verify the
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facts and document everything. Then they can consider which facts or
assumptions they want to change. The alternative is to say that it will work when
it clearly will not. This is sure to result in placing blame on the person who
performed the sizing when everything goes wrong.

It is then up to the requester to decide. This is called push back. It's not your job
to choose which is the best solution to meet the client’s needs. If you are sure
about your sizing, then this is seen as an added value.

1.5.2 Summary

Accurate sizing is difficult mostly because of poorly defined requirements. It
should concentrate on the model and processor selection. Then a balance
system should be built around the processor selection.

Also many “political” issues may arise that you need to overcome. Be sure to
carefully document both input and output needs.

1.6 A practical sizing method

Sizing techniques can help you approach a sizing project and break down the
problem into manageable pieces. An impractical method involves asking
questions that are impossible to answer or asking for data that is never available.

For example, it is an impractical to request the transaction size in terms of
processor clock cycles or the per user memory requirements in bytes for code,
stack, and heap. In practice, this information is not available. Therefore, the
solution is to ask for information that is available or at least that should be
available.

1.6.1 Segmentation

The segmentation technique involves asking a series of questions to quickly
determine the type of sizing that is required. This reduces the problem and
assists in making a quick general guess. It may also be called the “divide and
conquer” technique.

Start a sizing by asking questions that can be answered. The basic questions to
ask are:

What is the type of application?

What is the user doing (workload type)?
What is the type of user interface?

How much data is being processed?

vyvyyy
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» How many users are there?
» What is the work rate and transaction size?

Most sizing requesters can answer these. If the answers are not available, then it
is purely guess work. You can make it a multiple choice question to make it easier
as shown in the following sections.

What is the type of application?

The application type can help the person who is performing the sizing to
understand what data is required and likely to be available. The type of
application may be:

RDBMS server

Application server

Stand-alone server (both of the above)

Web server

CAD/CAM workstation

Multi-user system

File/print server

e-business

Lotus Notes® or similar workgroup application

YyVVYyVYYVYVYVYYVYYY

What is the user doing (workload type)?

This user or workload type can help the person who is performing the sizing
since each has an associated size of transaction and likely numbers of users.
The workload type my involve:

» Online transaction processing (OLTP)

» Interactive

Enterprise Resource Management (ERP) or Customer Relationship
Management (CRM)

Business intelligence (Bl) analysis

Batch

Web hit

E-mail

File and print only

Work group (such as Lotus Notes)

v

vyvyVvyVvyVvYyy

What is the type of user interface?

The interface type helps the person who is performing the sizing by indicating
whether the user’s application is running on the pSeries system or on local
workstations or PCs. They type of user interface may be:

» Web browser
» PC-based application
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» PC-based terminals emulation (such as a 3270, 5250, or Telnet)

» PC-based application using three tiers (for example, a user interface only on
the PC (a Web browser))

» Dumb terminals

X Window System

» None (can be batch only)

v

How much data is being processed?

This is usually one of the best known figures or that the client can guess based
on:

» Experience of a similar system
» Number of users and the data per user
» For a database, the size of records x number of records + a safety factor

Also it is important to establish whether this is the raw data or disk size. Be sure
to include the units (MB, GB, TB). Make it clear which you are going to use. For a
RDBMS, the ratio is typically one raw data to three disks. Therefore, avoid being
off by a factor of three or more.

What is the number of users?
People tend to count users in different ways. They may count them based on:

» The number of people in the unit, group, division, etc., although some never
use the system

» The number of people who have an account and can log on

» The number of people who log on each day, but may not actually use it at the
same time

» The number of people who use the system at least once per day, but not
regularly all day (for example, only to read e-mail)

Important: For sizing purposes, only consider the number of users who
actively interface with an application running on the system during the peak
period.

For sizing, you must know:

» The number of users who log on each day (this can affect memory use)
» The number of users who actively use the system during the peak period

Some details about the number of “power users” and normal users is also useful.

Terms across companies, industries, and countries differ. It is important to
determine the actual number of users who actively interface with an application
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running on the system during the peak period. Therefore, do not accept terms

the following terms. They are meaningless, ambiguous, and of no value for

sizing:

» The number of users based on the number of people in the company or
department

» The number of user accounts (do users share accounts or have more than
one each?)

» Theoretical maximum number of users (this may never happen)

» Online users (may not be doing anything or be using a different server)

What is the work rate and transaction size?

This is the last and most important fact to determine. Determining the work rate
and transaction size is always a serious problem on UNIX-based systems. This is
due to the general computing nature of the UNIX platform, the abundance of
databases, variety of languages in which to write applications, different
application types, and the range of transaction sizes and the user interfaces. A
UNIX transaction is not a well quantified or understood concept. There is no such
thing as a “normal” UNIX:

Application
Transaction
Workload
Query

vyvyyy

There is no such thing as a user work rate either for:
» OLTP = two seconds to a minute each
» ERP applications = 2 to 10 minutes each

» Web or e-business = zero seconds to as much as one second since it is a “hit”
with no permanent concept of a user

» Bl or DSS = 30 seconds to two weeks

Processor requirements for these user types can easily vary by a factor of 1,000
(or 10,000 for BI applications). Also, high transaction rates often make higher
disk input/output (1/0) demands too, so it affects more than just the processor
requirements.

Most of the work in sizing involves attempting to characterize the processor
workload because it is the item with least information. When it is not right, it
causes the most painful upgrades.

Important: Sizing mostly involves characterizing the processor workload.
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Some indication of the transaction and workload rates can be inferred from the
user type and user interface. If you are presented without any facts, then you
must make assumptions (using the defaults found in the sizing tools is a good
start). Make sure that you fully document these assumptions.

Important: Transaction size and transaction rate are of prime importance in
sizing because they determine workload.

Workload = TransactionSize x TransactionRate

Summary

After you have answers to these questions, you can make a reasonable guess
based on experience. It is useful to have a working hypothesis of the solution and
try to establish all the facts to support it.

Tip: Create a rough guess. Then test and refine it further.

We all specialize in some technical areas and not others. Therefore, you may
decide that someone else is more appropriate to size a particular system
segment. If this is the case, document your findings so far (including the
requirements documents, contact names, and addresses) and pass this sizing
onto the best person, as soon as possible.

1.7 Performance theory

To size a system well, you must have a clear understanding of what a well
performance system looks like. This provides a goal to aim toward.

First let’s look briefly at how to calculate performance. There are many complex
equations and expressions to allow calculation of performance. Figure 1-5 shows
some classic mathematical equations.
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Amdahl’s Law

Performance,, 4 1
Actual Speedup = _

Performancenew (- %Used,y) + —oo200hew
%Speeduppew

Response Time = SUM (CPU + Memory + Bus + I/O + Disk + LAN)

Sum of all transactions
Throughput =

4/ CPU power x Queue Time

Figure 1-5 Some clever performance equations

There are many more equations that you can use to determine response times
and the effect of changing workload or hardware resources. These are all quite
interesting. However, these equations demonstrate is a serious sizing
problem—the lack of facts. We do not have the facts to work through any of these
equations, so we can’t determine the exact answers. Therefore, we must use
rules of thumb to approximate an answer.

When sizing, you cannot obtain the information to start using the performance
calculation theory for these reasons:

» The requirements are not that accurately stated. For example, there may be
200 users, but we need to know precisely what each users will do and how
fast they will type and complete a transaction. This is predicting the future.

» The application resource use and the effects of usage on it, such as caching,
have not been measured to sufficient accuracy.

» There is not sufficient time or no one is willing to fund it.
Given the inaccuracy of the input, there is no point to calculate a sizing to

extremely high accuracy. It is also dangerous because it hides the fact that it is
an estimate. Only simpler rules of thumb and a basic spreadsheet are required.

When resizing for an upgrade, you can’t obtain the information to start using the
performance calculation theory for these reasons:

» What is happening on the system cannot be determined with high accuracy
without drastically effecting performance. This is unacceptable to most clients.

» Growth estimates are not accurate.
» There is not sufficient time or no one is willing to fund it.
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You can only upgrade a system in a limited number of ways. The accuracy that is
required is necessary to help you decide which option to choose.

1.8 General rules of thumb for RDBMS memory

The rules of thumb for sizing have been developed over the years by sizing
experts. These are the results of hard won experience in system sizing,
benchmarks, and performance tuning. Most of them state the obvious and
common sense. If you are new to sizing, then read these rules carefully. If you
are experienced in sizing, then compare these to your own rules.

The memory requirements used by each of the subsystems involved need to be
balanced:

Memory = AIX_Operating_System + RDBMS_code + RDBMS_data_cache + (User x
Application_Resident_Set) + Filesystem Cache

Note the following points:

» For AIX_Operating_System, we suggest 32 MB.
» For RDBMS_code, we suggest 32 MB.

Important: The following sections refer to RDBMS workloads, which can
really be any workload that requires a mix of processor, memory, and disk I/O.
If your workload is more processor-intensive, such as an application server,
ignore the disk 1/O detalils.

1.8.1 Application resident set

This is the code and data of the application that each user actually needs in
memory to run. The resident set refers to the fact that an operating system, such
as AlX or the Linux paging system, does not need to have the entire program in
memory to run. Usually only a portion of the application is required. Also, when
AlX and Linux have processes running the same application, the code is shared,
and therefore saves memory. It is preferred that the application size is measured.
If not, we make the following recommendations:

» For simple applications coded in an efficient development language (for
example C), then use 2 MB per user.

» For more complex applications with many features or written in a modern 4GL
language environment, then use 6 MB to 8 MB for each user.

» If the application is generated from a development environment, then use
16 MB per user.

» If this is a Java™-based application, then use 32 MB to 128 MB per user.
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Tip: The best approach is to have a measured application size, based on a
prototype, test system, or live production system somewhere else.

» Application code is shared, so most of the sizes that are suggested previously
are for application private data.

» If there is a low number of screens in the application, use the lower sizes.
» If there are hundreds of screens or complex algorithms, use the higher sizes.

» If you are not sure, then use 8 MB to 16 MB and document it as an
assumption.

1.8.2 RDBMS data and file system cache

AlXis clever in its use of memory and balancing the dynamic allocation of
memory pages based on demand. Any unused memory is used to speed up the
reading and writing of files to the AIX or Linux file systems. Some memory is
always used for this purpose. If the RDBMS data is stored in the file systems,
then a large file system cache is required. If the RDBMS data is stored in “raw
disks” (in AIX called a logical volume), then the file system cache size can be
reduced in favor of more RDBMS cache. The rules of thumb are:

» As an extreme, a minimum of 64 MB is required for the combined caches.

» For an OLTP application, as a starting point, use 5% for data disk size for the
cache. For example, 500 GB of raw data requires 25 GB of memory.

To set the size of the RDBMS cache, in practice use the following rules:

» As a starting point, if you do not have any information, use 50% of RAM for
the RDBMS cache.

» In OLTP systems, caching requirements are greater, for example 70% of
RAM, to ensure that the tables and rows that are used most often are always
in memory.

» Many complex processor heavy applications and Bl or DSS workloads use
less memory if they effectively must read large proportions of the database to
answer SQL statements, for example, 30% of RAM for the RDBMS cache.

1.8.3 RDBMS utilization rules of thumb

These utilization figures are the results of benchmarks and monitoring
well-balanced and high performance production systems. You can use these
figures to.
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» Identify hot spots: If you are monitoring a system, then use values to
determine whether the resources are over committed.

» Target for system sizing: If you are sizing from scratch, then use these as
general estimates to configure a system that will work well and balances well
for high performance and consistent response times.

1.8.4 Utilization

The following lists classify the utilization as good, bad, or ugly. Note the following
explanation:

» The good value is ideal.

» The bad value is the point at which performance is likely to be affected and, if
exceeded, with drastic performance.

» The ugly value is where this is a “hot spot” and becomes the bottleneck of a
system.

The utilization factors are:

» Processor utilization

— Good: 75% or less busy
— Bad: 85% busy
— Ugly: 90% or more busy

» Disk utilization

— Good: 30% or less busy
— Bad: 40% busy
— Ugly: 50% or more busy

» Memory paging
— Good: Zero paging (this is ideal).

— Bad: 10 pages per second per processor. Large systems can pages up to
this level, but can perform very well. Use 20 pages per processor for
POWER4™ systems.

— Ugly: More than the indicated in the previous subpoints.
» Network utilization

— Good: 30% or less of the theoretical network bandwidth. This level stops
collisions on an Ethernet type network from becoming a problem, which
can reduce throughput. Token-ring type networks can be driven to 60%
with no decrease in throughput.

— Bad: 30% to 40% busy.
— Ugly: 40% or more busy.
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» Run queue length

— Good: Less than two times the number of processor’s length. This allows
each processor to finish its current task immediately and then start
another. Time scales in this context is microseconds.

— Bad: Two to 10 times the number of processors.
— Ugly: 10 or more times the number of processors.
» Paging space size

Paging space size is an age old question. There is no one answer to cover all
situations (assume AIX 5L™).

— For systems with a controlled users (such as RDBMS): The greater value
of 1 GB or 25% of the memory size of the paging space size

— For systems with many users that are uncontrolled (for example, they can
run what they want): The greater value of 2 GB or 100% of the memory
size for paging space size

» Paging space utilization

— Good: Less than 50% used
— Bad: 50 to 80% used
— Ugly: More than 80%

This is dangerous because running out of paging space results in
unexpected processes being killed. On large systems, this is difficult to
track down and provides poor service.

1.8.5 RDBMS raw data to disk rules of thumb

30

Be sure that you truly know whether the disk size estimate is the “data size” or
“disk size”. To most people, it is a shock to know that the data in an RDBMS is a
small part of the database. You may guess the size of an index to be 10% of the
data size but this is not the case. If you do not have any information, then apply
the rule of one data to three disk ratio.

To explain this, you need to know that the prime RDBMS data parts of any
RDBMS are:
» One third is data.

» One third is index. This is surprisingly large if you have little database
experience.

» One third is tmp/sort. This is used to create indexes and store temporary
tables during SQL statements that can be larger than the largest table in the
database.
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This only applies to large databases. Small databases can have a much higher
data to disk ratio because of the minimum number of disks required to run a safe
database. Note that this applies to OLTP workloads.

Bl, data warehouse, and data mining systems often have much higher values for
this due to the requirements of data loading and transformation. For these
workloads, use four to one (4:1) or five to one (5:1) ratios. Table 1-2 shows a few

examples of small database configurations.

Table 1-2 Small database disk configurations

Use Absolute Small Small and Larger
minimum safe

AIX 1 disk 1 disk 1 disk + mirror | 1 disk + mirror

Paging 1 disk 1 disk 1 disk Two disks

RDBMS code 1 disk 1 disk 1 disk + mirror | 1 disk + mirror

Users 0 0 0 0

RDBMS data 1 disk 1 disk 1 disk + mirror | 8 disks +
mirror

RDBMS index | 1 disk 1 disk 1 disk + mirror | 8 disks +
mirror

RDBMS 1 disk 1 disk 1 disk + mirror | 8 disks +

tmp/sort mirror

RDBMS logs 1 disk + mirror | 1 disk + mirror | 1 disk + mirror | 1 disk + mirror

Loading dump | Use AIX disk 1 disk 1 disk 1 disk

Spare disks 0 0 0 1 disk

Data capacity | 2 GBs 4 GBs 4 GBs 35 GBs

Total disks 5 disks 8 disks 13 disks 56 disks

Total size 22 GBs 36 GBs 58 GBs 252 GB

Ratio 1:11 1:7 1:7 + mirror 1:3 + mirror

This assumes 4.5 GB disk drives to make the case simpler.

The data-to-disk ratio is only true for large systems. Also you must understand
that this is an average of production systems, so do not assume this is the rule.
Some systems in production have data-to-disk ratios as high as one to seven

(1:7). Again there is a need to document that this as an assumption. Also, DSS
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and Bl often need a higher ratio of one data to four or five disks. The extra disks
are used for bulk data loading and data manipulation.

The minimum number of disks for a RDBMS (smallest safe) is five disks. If there
are any fewer disks than this, a single disk failure can result in missing
transactions. Or total database loss can result if a disk is corrupted, which can
seriously impact a business. Even with five disks, a failure of one disk results in
significant downtime to recover the data.

1.8.6 RDBMS disk use rules of thumb

The read and write ratio of different databases is important to understand. The
read/write ratio is important when choosing disk technology. We provide some
typical examples of the ratios.

OLTP applications typically do:

» 80% reads
» 20% writes

Business Intelligence system during the day are typically used to answer
questions and to perform:

» 99% reads
» 1% writes

But during the night, a Bl system has to load vast volumes of data and create
new indexes and summary data. Therefore, it does:

» 50% reads
» 50% writes

1.9 The performance saturation curve

32

Figure 1-6 shows an example of a typical response time against the numbers of
requests graph. Most performance specialists have seen the typical saturation
curve. As a system gets busier the response times increase gradually at first
However, beyond a certain point, the response times dramatically increase until
they are unacceptable due to requests having to wait their turn in a queue. This is
the basis of queuing theory explanations of performance.

As system resources become busy, tasks start queuing:

» When the system is 50% busy, the response time rises 25%.

— 50% start immediately
— 50% are queued (half start after 50% task)
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When the system is 60% busy, the response time is 150%.
When the system is 75% busy, the response time is 250%.
When the system is 80% busy, the response time is 350%.
When the system is 100% busy, there is the possibly for infinite time.

vvyyy

Saturation Curve
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Figure 1-6 Response time versus requests per second

The key message for sizing systems or running a production system is to avoid
the “knee of the curve”. This is where performance starts degrading rapidly. In
fact an SMP system does better than a single processor system in postponing
the knee of the curve with the same processor power rating. See Figure 1-7. This
is related to having one queue. However, chances are that a processor becomes
free, so a job is more likely to be taken off the queue after a short time. Also,
different systems start the knee at different levels of workload. Therefore, we
have a complex set of lines for the systems in the pSeries range.

The knee also depends on the size of the transaction or work unit. Small
transactions can survive higher queue lengths and still provide acceptable
response times where larger transactions cannot.

In sizing, we try to configure the system so that, at the peak of the workload, the
system is below this knee of the curve. It can work through the inevitable smaller
peaks in workload without impacting response times beyond acceptable limits.
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Note: The Workload Manager feature of AIX means that the utilization of
systems can be taken higher and nearer to 100% processor busy. It postpones
less important workloads when the key workload does not have enough
resources.
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Figure 1-7 Saturation curve for SMP systems

Balanced System Guideline

Based on the saturation curve and the rules of thumb, we recommend a series of
systems called the Balanced System Guideline. The Balanced System Guideline
is a spreadsheet that is available only to IBM employees and IBM Business
Partners.

This spreadsheet suggests a balanced memory and disks for each pSeries
model. You can use the spreadsheet for sizing, even, if no further details are
available. If you configure a system in a radically different way to the Balanced
System Guideline configurations, then ensure that you have justifiable reasons.
We have assumed these systems are used as servers and not as workstations.

For more information about the Balanced System Guideline, see 5.3, “The
Balanced System Guideline overview” on page 221.
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1.10 Successive approximation and sizing levels

Successive approximation is a mathematical device for finding a solution by trial
and error initially and then using feedback to refine the answer. It involves:

» Multiple passes of the same target
» Each pass producing results that are more accurate

Successive approximation comes from a mathematical technique for solving two
equations (finding where the lines cross), where you:

1. Make a wild guess at the answer.

2. Determine how far this guess was from the target (each line).
3. Refine the guess.

4. Continue trying again until you reach accuracy.

You do this until accuracy is sufficiently high enough that further refinement does
not increase the accuracy.

The definition of “sufficient” is determined by the facts that are available. There is
no point in sizing to a higher accuracy than the input data provides. For example,
sizing the 1/0 requirement to five decimal places when the data size was plus or
minus 50% is clearly inappropriate. Table 1-3 is used within IBM as a standard
for the levels of sizing.

Table 1-3 Levels of sizing accuracy

Level Accuracy Description Input data Time for
the sizing
Level 0 | 500% Pure guess work | None or nearly none 1 second
Level 1 100% Guess Segmentation only 10 minutes
Level 2 | 30 to 40% Rough estimate Data from previous levels | 2 hours
plus basic sizing data
Level 3 | 20% An opinion or Data from previous levels | 8 hours to
estimate plus detailed data or 2 days
estimations of
transactions rates
Level4 | 10% Fairly accurate Detailed break down of 5 days
with known risks | system based on minimum
measurements
Level 5 | 2% Major problems Transaction measured in 6 months
if this is wrong clock cycles and physical minimum
and logical disk /0
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Each level of sizing details increases the accuracy (and decreases the
inaccuracy) but requires more detailed relevant facts on which to base the sizing.
Each level has a expressive description that helps explain to others the accuracy.
Finally, the timing for the sizing indicates the time an expert would take to:

» Investigate the facts and their accuracy

Make a decision about the method

Make the assumptions required

Balance the sizing options

Verify the configuration with the pSeries configurator
Document the input, output, risks, and caveats

vyVvyyvyvyy

It is understood that you are already familiar with the tools and have experience
in documenting a sizing. Also, you must not have any interruptions, so that you
can concentrate hard on this task.

This table should help you avoid:
» Spending time sizing if you do not have detailed and accurate information

» Having ideas that you are sizing to within 1% unless you have spent a few
months on the sizing

When you request or perform sizing, you have a means to communicate how
detailed a sizing you need or have done with others. For example, we can say,
“We have performed Level 3 sizing and it indicates a pSeries model....” Or, we
can say, “The information available only allows Level 2 sizing and suggests a
pSeries model..”

Most sizings are Level 2 and Level 3. But it is important to know which you are
doing since the approach is different. Many times it is useful to first do a Level 2
sizing and then move to Level 3 to investigate further.

Given this set of levels, you can determine the accuracy to target, when given
particular facts as the input for sizing a system and length of time it may take.

1.11 Plagiarism
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To plagiarize is to copy someone else’s information or material. When it comes to
sizing, don’t “reinvent the wheel”. Consider the following items:

» Is there any similar sizing in the office on which you can base yours?

» Are there any systems with the same application so you can extract such
facts as the transaction rates?

If this application is already in production on another system, you can extract
actual figures rather than guesses.
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» Have we done this for their competitors?

Often similar companies need similar computer systems. Their competitors
system may reveal work patterns in their industry or indicate data volumes or
practices.

» Is there any information about the industry?

Certain industries have particular characteristics. Some are very tight with
their money for IT, while others prefer over configuring if it reduces operations
costs. Try to talk to a specialist in the industry.

» What are any client likes or dislikes?

Account managers usually have a good feel for what the client wants. Some
clients try to sneak in a small box without the IT department noticing, while
others want the largest box possible (for “street credibility” reasons) but don’t
mind if the box is largely empty on the inside. Some clients expect to double in
size but others are stable.

» Use the tools that are available; don’t start from scratch. The tools (discussed
later) are available to give you a place to start, including best guess
assumptions, and save you time.

» Use the last sizing report as a template or use a skeleton report as the basis
of your report. This serves as a good reminder and to help you focus your
thinking on the required output. Even if you are only replying to an e-mail,
request all the sections of the skeleton should be included.

» Is there any indication on the available budgets?
Add the discount rate and spend the money wisely on a balanced system.

1.12 Triangulation

Triangulation is an orienteering or navigation term. Figure 1-8 shows that if you
move two angles to well-known reference points, you can determine where you
are on a map. This is how sailors determine their position on a coastal chart. It
gives a false sense of accuracy.

On this chart, you may expect to be located under the cross-over point, for
example, for accuracy within a few meters. If the large X is a large rock, you may
think that you are safe since we know the rocks are on the left side of the ship
and we just passed them. But are you? If you consider the three angles, you will
know more accurately where you are.
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Figure 1-8 Position with two angles

Figure 1-9 shows a triangle. This indicates that the ship is probably within this
area (but may be on the outside of it too). The rocks at the place marked with an
X can be directly in front of the ship or behind it.

, JLighthouse

Figure 1-9 Positioning using triangulation

What does this have to do with sizing? The point is that you must try to perform
the sizing from various directions or a different view point. Or get someone else’s
opinion or compare it to some other system.

Consider the following examples:

» Ask someone for second opinion from within your group or peers. They might
have different experiences than yourself.
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» Consider other similar systems from sales. Perhaps you installed the same
one before.

» Consider other similar systems from an application vendor. Often application
vendors have a good idea about the size of the system they expect.

» Calculate processor from 1/O requirements. Doing the calculations backward
often reveals that you have been too optimistic.

» Compare your sizing to industry benchmarks. They may suggest that you are
on the right track (expect benchmark figures to be higher then real life).

» Ask the client or requester whether they think you are on the right track.

Triangulation is the only way you can determine the accuracy of a sizing. The
higher the value of the configuration is, the more effort you should make to
quantify the accuracy. It can also highlight the sensitivity of the sizing. For
example, you may find that by adding 1% more disks, the accuracy is greatly
improved. Or you may find that processor requirements are determined by the
number of users. Establishing this as a key issue for further accurate sizing work
may be of great importance to the client.

1.12.1 A triangulation story

A client asked for a sizing based on two facts:

» 600 GB
» Business intelligence

First we converted the 600 GB of data to disk space. We roughly had a 2 TB disk.
Next we performed sizing based on three independent methods:
» TPC-D industry benchmark for business intelligence

Typically the TPC-D benchmark is a quarter of the real production load. We
have an TPC-D benchmark result for the RS/6000 SP system. Use these
extra facts and scale the data volume in this sizing onto the RS/6000 SP
system.

» IBM client large SP business intelligence experience

Use a standard rule of thumb of volume of data per SP node. This is a similar
workload again scaled up for the data volume. It worked on the RS/6000 SP
as roughly the same size as the first method.

» Application vendor

This method is based on similar size production systems from other clients.
We used this method and scaled for the volume of data. This time it fits onto a
single, but large SMP system.

Chapter 1. Overview, concepts, and approach 39



We now have a problem with two different answers and both cannot be right. The
sales team was unhappy because the client wanted a single answer.

Technical support told the client only a Level 2 sizing was possible given the
requirements and information available. The client was told two answers:

» If the application is light on processor and indexes used to extract data, then
the recommendation is single, but large SMP system.

» If the application is heavy on processor or using full table scanning to extract
data, then the recommendation is an RS/6000 SP with 16 to 20 nodes.
The client sees this as added value:

» The person who performed the sizing determined the top and bottom
configuration but needed to perform further work.

» The client can make their choice based on funds or start to gather more
information.

» This is a lower risk situation because we offered more than one solution and
have started working to refine the sizing in partnership.

1.13 Common sizing mistakes
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Common sizing mistakes are caused by:
» Rushing: Sizing is rushed because it is requested at the last moment.

» Wrong size: When under pressure for a “certain answer”, not all the facts are
gathered.

» Too optimistic: The person performing the sizing wants to make it as
inexpensive as possible to fit within budget constraints and looks for ways to
make it fit the smaller of two models.

» Feeling lucky: The person performing the sizing feels lucky and assumes the
best case in all the facts or assumptions. This can have an accumulative
effect and results in unlikely recommendations and high risks.

Improper sizing is a major source of claims and critical situations involving
unhappy clients. What tends to happen is that the client has a certain level of
expectation and you make your “best guess” based on the available information.
When the expectation is not reached, then you take all the blame.

How do we avoid this? The answer is to make the system practical. Ask yourself:

» Would you be happy to run this system?
» Is there some spare capacity?
» Was something obvious forgotten?
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» Did you determine the riskiest part of the configuration?
» If the client had another 10% to spend, what would you recommend?

Then do the documentation. See 1.13.1, “Sizing report outline” on page 41.
Double check the caveats in the summary section. Something like the following
example makes a sizing statement:

“Given the workload, numbers of user, transaction rate, I/O rates, data sizing,
and performance requirements, our experience indicates that this
configuration is worthy of your consideration.”

This may be a little extreme, but do not do the opposite and state:

“This configuration is guaranteed to give you all the performance you will ever
need for all time.”

1.13.1 Sizing report outline

You should include the following sections in a sizing report. As an absolute
minimum, you need a paragraph about each item. Keep in mind that not
providing enough details in the report can only cause problems later.

The sizing report should include:
» Basics details

— Client contacts
— |IBM contacts
— System name

Input requirements and variations
Sizing approach

Sizing configuration and variations
Feedback from client
Assumptions and caveats
Additional considerations
Availability

Hidden benefits

Risk assessment

VVyYVYyVYVYVYVYYVYY

1.13.2 A sizing story

A client ran a benchmark and performed a sizing based on the result. It was
projected that the specified system would do the projected batch workload in five
hours on all 10 million records in the database. Two years later, only half the
records were in the database and the batch was run taking over five hours to
complete.
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What went wrong?

If you were the client, you would be naturally upset and feel that the system was
improperly sized. When analyzed, it was found that application “improvements” in
the year since the benchmark meant the batch now requires three times the
processor power. The sizing assumed the application at the time of the
benchmark. It would be impossible to predict the changes made to the
application vendor.

Fortunately, the application version was documented in the benchmark. This fact
was documented in the sizing report and the documentation was still available
two years later.

Therefore, the system was working as designed and it was the client’s application
that caused the apparent bottleneck.

1.14 The eConfig configurator
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The IBM eConfig configurator is a Microsoft® Windows® PC-based tool. It is
available internally to IBM and IBM Business Partners to precisely define a
pSeries configuration and determine the price in the local currency.

This tool is not available to clients, but you can find U.S. prices on the Web at:
http://www.ibm.com

While viewing this Web page, select Products and Services from the main
menu. This directs you to the Product and Services Web site. From the list of
products provided, select UNIX. You are then directed to the UNIX servers
(pSeries) Web site. From here, you can select to:

» View entry servers
» View midrange servers
» View high-end servers

The following link takes you to the same Web site. However, the Web address is
subject to change:

http://www-132.7bm.com/content/home/store_IBMPub1icUSA/en_US/eServer/
pSeries/pSeries.html

While at this Web site, you can select a model to see the prices for the express
configurations. This is not ideal. However, from this, you can understand the
prices for various models in the pSeries family. Currently, IBM does not publish
prices for the high-end servers such as pSeries Models 670 or 690.
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The eConfig configurator is a vital tool for sizing. Use it regularly and keep it up to
date. This tool provides the only source for actual pricing of pSeries systems.
Keep in mind that prices change regularly and often downward. Therefore, check
the prices before you make assumptions.

Anyone who performs sizing must use the configurator and fully understand the
prices of most components in the current range. To illustrate this, see the
following test.

1.14.1 Configurator test

Guess how much the following items are:

pSeries 630 4-way with the latest faster processors

The difference between a 4-way pSeries 630 and a 4-way pSeries 650

A 16-way pSeries 670 or 690

One GB of memory

A Fibre Channel adapter card

One GB of IBM TotalStorage Fibre Array Storage Technology (FAStT) disk

vyVyVYyVvYVvYyYy

It is surprising how wrong many sizing people are when they attempt to guess
the answers to these six fundamental items. Yet they consider themselves as
experts in the pSeries product range. If you don’'t know the answers to these or
similar items, you should not be sizing systems.

What are the answers? You should have a list of prices for all the basic models
and a rule of thumb for memory, adapters, and disk costs. The memory item (one
GB of memory) was really a trick question. There is no one answer because it
changes across the range (as the reliability, availability, and serviceability (RAS)
features improve) and the size of the DIMMs (larger being more costly). This can
differ by a factor of three, but you need to be fully aware of this.

The moral of this exercise is that:

» You must understand pricing.

» You must be careful with the cost of memory.

» Disk drives costs about the same on all systems but use care with Small
Computer System Interface (SCSI) on small systems.

Important: System costs are also important when sizing.

Price/performance test

The configurator test leads to the next important item, regarding
price/performance. If the sizing indicates that either of two systems in the range
are good solutions, then the price/performance can or should be the deciding
factor. The other factor is the flexibility of the system to take upgrades in the
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future. When sizing, you must be aware of the price/performance across the
range.

Make sure that you can answer the following questions:

» What are the best price/performance pSeries systems in the family?
» What are the worst (or least good) price/performance pSeries systems?

The best way to determine this is the price/performance graph (see Figure 1-10).
This graph plots for each model (including different numbers of processor) in the
family, its relative performance, and its relative price (suitably scaled so that they
appear on the same graph). Note the model names were removed from the
graph, since they change over time and are irrelevant to our point.

Basic Model Price/Performance

@ Performance m Base Price

o O Oo. EI-_D-_EI-_[LJ:L

Figure 1-10 Price/performance graph

In a graph of this nature, you can learn so much:
» The price of the system
» How performance and prices rise with more processors

» The base price of a model and how the incremental prices of more
processors rises

This example shows that the pSeries base (box) prices are low, so the client
doesn’t have large initial costs when buying boxes that can be upgraded.

» The cut-off points between models

» The overlap in performance between models
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» That high-end models cost more for the same performance, but can scale
much higher and are much more flexible

Important: Without price/performance, you cannot spend your money wisely.

Fortunately, you don’t have to work this out yourself. It is contained in the
Balanced System Guideline spreadsheet described in Chapter 5, “General
sizing” on page 217. This spreadsheet also contains the so-called “Bangs per
Buck” graph. In pure performance terms, this graph illustrates the models where
you get the most performance for your money. If your sizing and solutions allow
some choice in model, these are the models that offer the best value for money,
but may sacrifice upgrade flexibility.

Newer models always offer better price performance than older models. There is
no point in making them available otherwise, and you may find that sizing tools
only include the latest models for this reason.

Important: Newer pSeries models always offer better price/performance
ratios.

1.15 Cost-based sizing method

The idea here is to just sell what the client wants. Since many large clients are
knowledgeable about the pSeries family, it is still worth checking if they are up to
date with new announcements.

In this method, you:

1. Ask how much money the client can spend.

2. Allow for the discount and find the list price spending power.

3. Check the price/performance graphs available in the price range.
4. Sell them a balanced system that has room for growth.

This method highlights the need to understand prices. Also, if the client wants to
spend a certain amount of money or they are on a fixed budget, then ask
yourself, “Why do any further sizing?”. Sadly, this method is used quite often.

1.16 High availability and disaster recovery

This can be a real problem to size because it adds a great deal of complexity to
sizing. We recommend that you size the system for the intended application while
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completely ignoring these issues. After you determine the initial sizing, high
availability and disaster recovery concerns are addressed.

For high-availability solutions, you need to decide single points of failures within a
system for simple components, such as:

» Disk drives (these are normally protected already)
» Disk drive adapters: Are there two or more paths to all disks?
» Network adapters: Are there two or more paths to all networks?

» For systems with remote 1/0 drawers: Are all doubled components in separate
drawers?

The simple case for high availability is to double up all the hardware and software
and add the software for these features. There are some basic items that you can
adjust in the configuration to help make high-availability more simpler.

The systems at the top of the pSeries family offer a high mean-time between
“high impact failures” in the order of decades. This is actually measured by IBM
by collecting the statistics from field engineers to ensure it is above the
expectations of the system design. In fact, after the first year, both pSeries
Models 670 and 690 were significantly above the target.

A high impact failure means a problem stops the system until an engineer
arrives to repair or replace a part. This is high impact because it can take hours
and is outside the control of the client. This means than some clients implement
high-availability within the system by using LPAR. This means they can merge
various workloads within a larger system and, as a result of failure, the resources
within the system can be reassigned. For example, if the production LPAR suffers
a failed component such as a processor, memory, or an adapter, this failing
component can be “borrowed” from less important LPARs such as development
or test. For the person doing the sizing, this means that the client prefers a larger
single systems rather than a group of smaller ones.

Note: A high impact failure causes the system to be unusable until the failed
component is replaced.

If the hardware requirements allow (for example, are large enough) and the
solution includes multiple workloads that can be split across servers, you can
increase high availability by spreading the solution between two systems of
roughly equal size and power. For example, many ERP solutions are naturally
three tier and have development and quite large test system requirements. If
these workloads are spread across two systems, they can include
high-availability features at little extra cost. In this case, the second system can
take over if the first one fails. Also such workloads as development or test can be
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closed down in favor of the production database and application server
workloads. Therefore, a balance must be made by getting a system of suitable
size but providing room for future growth.

For workloads on application servers and Web servers where horizontal scaling
is possible (small to middle-sized systems sharing the workload), there are
additional choices that the person who is doing the sizing can make. For
example, they must consider whether to spread these workloads across smaller,
inexpensive servers to reduce costs and have natural high availability. Or they
must consider whether to distribute workloads across LPARs on a larger system
which can be used in emergencies to run other workloads. There is no perfect
answer here, but the options must be considered.

Sizing for disaster recovery is simple. That is duplicate everything. The main
concern of a disaster recovery configuration is the data bandwidth between sites
and data synchronization. These are not the concern of the normal sizing
request.

1.17 Capacity Upgrade on Demand

Fortunately, this is not really a sizing problem. In sizing, we determine the
hardware requirements and map this to a suitable pSeries model and
configuration. The client then must decide whether they want to include Capacity
Upgrade on Demand (CUoD). This can be included in three ways:

» The initial system has less processor, memory, or both active, but the
resources in the sizing estimate are within the system and can be activated
later. This may save some clients money because they suspect that they will
not actually need all of the resources. It can also be used when the production
systems build up over several month or years to the full number of users or full
size data. In this case, initially reduced resources can be active, and as the
system grows, the other resources can be switched on.

» The alternative is to provide and activate all sized resources. Extra resources,
such as processors and memory, are added in the event that they are
necessary later and can be make quickly available. This gives the client a
safety net and a comfort factor.

» You may use both of the previous two options.

If CUoD is a possibility, the client needs to be informed. The recommended
configuration must provide sufficient flexibility to offer this feature.
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1.18 Sizing for Linux on pSeries
This book is mostly about sizing for AIX on pSeries, but there are only a few AlX
specific details such as:
» AIX data gathering tools

» Such AlX features as Workload Manager, which is useful for capacity
monitoring and planning

» Some ISV applications that may not be available for Linux on pSeries

It is given that a Linux operating system is running on pSeries and:
» Itis the same pSeries system and processor.

» The application instruction path-length and execution time are the same
(assuming the same compiler is used for both AIX and Linux).

» The only difference is the overhead and efficiency of the operating system or
kernel code. Application use of the processor is usually more than the
operating system’s use of the processor.

Then the AlX sizing procedure should apply to Linux on pSeries with the
following caveats:

» With less than four processors (SMP or LPAR in a larger system) and with:

— A commercial application

Compiled with the IBM compilers

Setup well on a balanced system (processor, memory, disks, adapters)
Application designed to work efficiently in an SMP environment

There does not seem to be any reason for there to be a significant difference
between AlX and Linux. This excludes extreme processing such as systems
with massive paging, extremely high numbers of users or processes,
inefficient use of system calls, massive memory requirements (more than

8 GB per processor) or scientific and technical workloads. In these cases, a
benchmark is the best option, but it is the same recommendation for AlX.

» Between four and eight processors, depending on the previous experience of
IBM and clients with the application, database, or both.

— If the application is known to scale well (for example on AlX), then there is
a good chance that it will also scale well on Linux.

— If we have Linux examples of this particular application scaling effectively,
then the sizing should be fine.

— If in doubt, take the next item into consideration.

» Above eight processors, we currently recommend that you run a prototype or
benchmark on the exact configuration being recommended (both hardware
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and software) to ensure that performance is as expected for the client
solution. This builds the client’s confidence and the experience of IBM.

» Applications architected as many small isolated programs are known to scale
well on most platforms, for example, Java programs.

» For high performance and full support, use only components that are in IBM
@server pSeries Facts and Features, G320-9878, since they are tested.

» Linux is improving. Major features are expected for the next Enterprise Linux
versions in 2004, which may further balance the options that are available.

» Itis also expected that RAS features in Linux will be closer to that of AIX in the
next year.

» High availability options, such as dual paths for Fibre Channel SAN disk
support, are expected to improve in the next year.

» There is not a lot of experience with multi-TB disks configurations.

» Applications compiled with the GNU’s not UNIX (GNU) compilers are likely to
run slower and less efficiently than applications compiled with the IBM
compilers, because the IBM compliers have stronger optimization techniques.
Simple tests performed suggested a third slower, but it is highly code specific.

Tip: If you need an absolute sizing number, it is always best to measure it.

Linux on pSeries is a key element of the IBM @server Linux strategy. See the
following Web site for more information about Linux and IBM in general:

http://www.ibm.com/1inux
See the following Web site for Linux on IBM @server:
http://www.ibm.com/eserver/Tinux

In particular, see the following for information about Linux on pSeries (including
white papers, how-to documents, and additional information):

http://www.ibm.com/eserver/pseries/1inux
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Part 2

Components
involved In sizing
and capacity
planning

This part discusses the various components that are involved in the sizing and
capacity planning of pSeries servers. The chapters that follow examine the
hardware options, software options, and benchmarks.
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Hardware components

pSeries systems can manage diverse tasks. These tasks span across the
following areas:

» Engineering design

» Mission-critical applications such as Enterprise Resource Management
(ERP), Customer Relationship Management (CRM), and Web serving tasks

» Massively parallel clustered high performance computing and business
intelligence solutions.

The pSeries family also combines leading-edge IBM technologies including
POWER4, POWER4+™ processors, and autonomic computing computer
systems. Through high-performance and the flexibility to choose between AIX
and Linux operating environments, pSeries delivers reliable, cost-effective
solutions for commercial and technical computing applications in the entry,
mid-range, and high-end UNIX segments. The capability to perform dynamic
logical partitioning (DLPAR) further enhances the value of these servers.

This chapter provides a brief overview of the processors, memory and the
input/output (1/0) subsystem, including Peripheral Component Interconnect (PCI)
and disk storage, found in pSeries systems. The primary objective of this chapter
is to review the major hardware components that are available when considering
the sizing and capacity planning of pSeries systems. Understanding the
hardware architecture or implementation is important for sizing and capacity
planning. For example, you need to understand such technology as PCl, Small
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Computer Systems Interface (SCSI), local area networks (LANs), storage area
networks (SANs), and the memory hierarchy to properly size, tune, and plan your
capacity requirements.

IBM offers various system architectures such as symmetric multiprocessor
(SMP), massively parallel processors (MPP), and Non-Uniform Memory Access
(NUMA) today. These architectures are discussed in this chapter.

This chapter does not contain a complete description of hardware architectures
and UNIX systems. For information about a particular pSeries workstation or
server, consult the pSeries Handbooks that are available on the Web at:

http://www.redbooks.ibm.com

When you reach this site, search for pSeries Handbook to see a list of the current
handbooks.

2.1 Performance methodology

54

Understanding the hardware architecture or implementation requires knowledge
of the performance characteristics of the various components. Performance
inhibitors or bottlenecks indicate that the system is either improperly tuned or
sized. Workloads exhibit significant variations in their usage of computer
resources. Some are more compute-intensive, focusing performance demand on
processor power. Others stress the 1/O subsystem, interacting with disk, LAN,
and other device facilities over system 1/O interconnects. Interaction of
subsystems within a given workload creates performance effects that can be
subtle to analyze and difficult to optimize in the system design.

Figure 2-1 shows the process that an administrator may experience to properly
size a pSeries system as a server. During the analysis phase, the processor,
memory and I/O subsystems are checked for performance inhibitors or
bottlenecks. Figure 2-2 on page 56 provides a roadmap of this analysis
procedure. This roadmap suggests to analyze the processor or processors first,
then memory, and on to the larger storage subsystems.

We start by running the various tools mentioned in this book such as sar, vmstat,
iostat, etc. to see if the processor is our bottleneck. If we can eliminate the
processor as being the bottleneck, then we run the necessary tools to determine
if the memory subsystem is our bottleneck. This process continues through disk
storage, network storage, and communications until we determine what tuning
parameters or sizing options are necessary.
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Figure 2-1 Analysis and tuning of server design

Keep in mind that if any changes are made while attempting to eliminate a
discovered bottleneck, you must start over on the roadmap. Then verify that this
change did not adversely affect a previously analyzed subsystem on the
performance tuning roadmap. For example, on a server configuration, it is
determined that we do not have enough mbufs to satisfy our networking
requirements. Increasing the mbuf pool requires more physical memory.
Increasing the mbuf pool may cause a memory bottleneck in the form of
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increased paging activity. Paging out memory pages to paging space requires
more disk utilization, etc., so it may be difficult to find the right balance.
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Figure 2-2 Performance tuning roadmap

Chapter 1, “Overview, concepts, and approach” on page 3, introduces Amdahl’s
Law. Figure 2-3 shows an example of how you can calculate performance gain
obtained by improving some portion of a system.

This equation can also help to answer such questions as: “If | add another
gigabyte of memory, will | see a noticeable improvement?” Suppose for example
that an administrator is considering replacing the disk drives with new ones that
can transfer data 10 times faster, but because of file caching performed by the
operating system, the disks are only accessed 35% of the time. What then would
be the overall gain by incorporating these new disks? By applying Amdahl’s Law,
you see that we experience only a factor of 1.46 instead of the factor of 10 that
we would get if the disks were used 100% of the time.
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Figure 2-3 Example of Amdahl’s law

Amdahl’s Law expresses the law of diminishing returns. That is, the incremental
improvement in performance gained by an additional improvement in the
performance of a portion of the computation diminishes as improvements are
added. The important foundation of this law is that, if an improvement is only
usable for a fraction of time, we cannot improve the performance of a task by
more than the reciprocal of 1 minus that fraction.

Amdahl’s Law provides an excellent guide for a system administrator who wants
to know how much improved performance they should realize by adding
enhancements and how to distribute resources to improve cost/performance
ratios.

On the following pages and using our performance tuning roadmap as a guide,
we look at the various hardware components that are subject to sizing and
tuning.

2.2 Overview of pSeries systems

The IBM @server brand was introduced in October 2000. It replaced the
RS/6000 brand first launched in February 1990. Since October 2000, new
servers with UNIX operating systems were introduced by the name of IBM
(@server pSeries systems.

pSeries systems come in various models from tower servers to midrange to
rack-optimized and large-scale systems. Figure 2-4 provides a general overview
of the product family.
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Figure 2-4 pSeries product line

All microprocessors in new pSeries servers use copper chip wiring, which offers
40 percent better conductivity than aluminum. This improves chip performance
and reduces power consumption. IBM 64-bit POWER4 and POWER4+
microchips are manufactured with Silicon-On-Insulator (SOI) technology. This
technology protects the millions of tiny transistors on a chip with a blanket of
insulation. It reduces harmful electrical effects that consume energy and hinder
performance.

Other forms of insulation may be used in the future. In addition, built-in
intelligence features of the pSeries servers provide self-correcting capabilities
that can minimize outages and keep applications running.

The pSeries platform addresses the need for reliability by providing

high-availability solutions to meet today’s requirements for e-business. To meet
these requirements, the pSeries products offer a full range of high-performance
servers with a full set of highly functional state-of-the-art software to match the
highest client requirements of reliability, scalability, manageability, and security.
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2.2.1 Autonomic computing

The IBM autonomic computing initiative is about using technology to manage
technology. This initiative is an ongoing effort to create servers that respond to
unexpected capacity demands and system errors without human intervention.
The goal is new highs in reliability, availability, and serviceability (RAS), and new
lows in downtime and cost of ownership.

Today’s pSeries offers some of the most advanced self-management features for
UNIX servers on the market today. Autonomic computing on pSeries servers
describes the many self-configuring, self-healing, self-optimizing, and
self-protecting features that are available on pSeries servers.

Self-configuring

Autonomic computing provides self-configuration capabilities for the information
technology (IT) infrastructure. Today, IBM systems are designed to provide this at
a feature level with capabilities such as plug-and-play devices and configuration
setup wizards. Such examples include:

Virtual IP address (VIPA)

IP multipath routing

Microcode discovery services/inventory scout

Hot-swappable disks

Hot-plug PCI

Wireless/pervasive system configuration

Transmission Control Protocol (TCP)-explicit congestion notification

vVVvyVvYyVvYyYVvYYyvYyy

Self-healing

For a system to be self-healing, it must be able to recover from a failing
component. It must first detect and isolate the failed component; then take it
offline, fix, or isolate it; and reintroduce the fixed or replacement component into
service without any application disruption. Such examples include:

Multiple default gateways

Automatic system hang recovery

Automatic dump analysis and e-mail forwarding

EtherChannel automatic failover

Graceful processor failure detection and failover

First failure data capture

Chipkill™ ECC Memory, dynamic bit-steering

Memory scrubbing

Automatic, dynamic deallocation (processors, PCl buses/slots)
Electronic Service Agent™ - Call Home support

VVYyVYVYVYVYVYVYYVYY
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Self-optimization

Self-optimization requires a system to efficiently maximize resource utilization to
meet end-user needs without requiring human intervention. Such examples
include:

Workload manager enhancement

Extended memory allocator

Reliable, scalable cluster technology (RSCT)

PSSP cluster management and Cluster Systems Management (CSM)

vyvyyy

Self-protecting

Self-protecting systems provide the ability to define and manage access from
users to all of the resources within the enterprise and protect against
unauthorized resource access. They also detect intrusions and report these
activities as they occur, and provide backup/recovery capabilities that are as
secure as the original resource management systems. Such examples include:

Kerberos V5 authentication: Authenticates requests for service in a network
Self-protecting kernel

LDAP directory integration: Aids in the location of network resources
Secure Socket Layer (SSL): Manages Internet transmission security

Digital Certificates

Encryption: Prevents unauthorized access of data.

vyVyVYyVvYYvYyyYy

2.2.2 e-business on demand

60

In October 2002, IBM announced their vision of the next major phase of
e-business adoption and called it e-business on demand™. In fact, e-business on
demand is not just a vision, nor is it new. It is a statement of the belief of IBM of
how businesses need to transform themselves to be successful. Businesses
must adapt to cope with ever-increasing pressures from competition and other
factors associated with the global economy. This implies a transformation to a
fully integrated business across people, processes, and information, including
suppliers and distributors, clients, and employees.

IBM defines an on demand business as an enterprise whose business
processes—integrated end-to-end across the company and with key partners,
suppliers, and clients—can respond with speed to any client demand, market
opportunity, or external threat.
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There are four key attributes of an on demand business:
» Responsive

Can sense and respond to dynamic, unpredictable changes in demand,
supply, pricing, labor, competition, capital markets, and the needs of its
clients, partners, suppliers, and employees

» Variable

Can adapt processes and cost structures to reduce risk while maintaining
high productivity and financial predictability

» Focused
Can concentrate on its core competencies and differentiating capabilities
» Resilient

Can manage changes and external threats while consistently meeting the
needs of all of its constituents

These attributes define the business itself. For a business to successfully attain
and maintain these attributes, it must build an IT infrastructure that is designed to
specifically support the business’ goals. We call this infrastructure the on demand
operating environment.

On demand operating environment

This environment supports the needs of the business. It allows the business to
become and remain responsive, variable, focused, and resilient. It does not entail
a specific set of hardware and software.

An on demand operating environment unlocks the value within the IT
infrastructure to be applied to solving business problems. It is an integrated
platform, based on open standards, to enable rapid deployment and integration
of business applications and processes. Combined with an environment that
allows true virtualization and automation of the infrastructure, it enables delivery
of IT capability on demand.

An on demand operating environment must be:
Flexible

Self-managing

Scalable

Economical

Resilient

Based on open standards

vyVyVYyvYVvYY

IBM provides offerings that can be categorized into three primary areas, as
shown in Figure 2-5:
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» Integration: Provides the facilities to gain a unified view of processes, people,
information, and systems

» Automation: Overcomes the complexity of systems management to enable
better use of assets, improved availability and resiliency, and reduced
operating costs

» Virtualization: Simplifies deployment and improves use of computing
resources by hiding the details of the underlying hardware and system
software, allowing for consolidation and the ability to adapt to changing
demand

The value of the operating environment is in the ability to dynamically link
business processes and policies with the allocation of IT resources using
offerings across all of these categories. In the operating environment, resources
are allocated and managed without intervention, enabling resources to be used
efficiently based on business requirements. Having flexible, dynamic business
processes increases the ability to grow and manage change within the business.

Flexible, dynamic H Business policies drive
business processes IT resource allocation

egration

Assets used Resources allocated
effciently based and managed

on business k——) dynamically without

requirements intervention

Figure 2-5 Overview of an on-demand operating environment

2.2.3 Reliability, availability, and serviceability features

Excellent quality and reliability are inherent in all aspects of the pSeries design
and manufacture. The fundamental principle of the design approach is to
minimize outages. The RAS features help to ensure that the system operates
when required, performs reliably, and efficiently handles any failures that may
occur. This is achieved using capabilities provided by both the hardware and the
AIX 5L operating system.
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Mainframe-class diagnostic capability based on internal error checkers,
First-Failure Data Capture (FFDC), and run-time analysis are provided. This
monitoring of all internal error check states is provided for processor, memory;,
I/O, power, and cooling components. It is aimed at eliminating the need to try to
recreate failures later for diagnostic purposes. The unique IBM RAS capabilities
are important for the availability of your server.

The following items provide the pSeries with UNIX industry-leading RAS
features:

»

Fault avoidance through highly reliable component selection, component
minimization, and error handling technology designed into the chips

Improved reliability through processor operation at a lower voltage, enabled
by the use of copper chip circuitry and SOI technology

Fault tolerance through additional hot-swappable power supply, and the
capability to perform concurrent maintenance for power and cooling

Automatic FFDC and diagnostic fault isolation capabilities

Concurrent run-time diagnostics based on FFDC

Predictive failure analysis on processors, cache, memory, and disk drives
Dynamic error recovery

Error Checking and Correction (ECC) or equivalent protection (such as
re-fetch) on main storage, all cache levels (1, 2, and 3), and internal
processor arrays

Dynamic processor deallocation based on run-time errors (requiring more
than one processor)

Persistent processor deallocation (boot-time deallocation based on run-time
errors)

Persistent deallocation extended to memory
Chipkill correction in memory
Memory scrubbing and redundant bit-steering for self-healing

Industry-leading PCI-X bus parity error recovery as first introduced on
pSeries 690 systems

Hot-plug functionality of the PCI-X bus I/O subsystem
PCI-X bus and slot deallocation

Disk drive fault tracking that monitors the number/rate of data errors and
thresholds several recoverable hardware errors

Avoiding checkstops with process error containment
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» Environmental monitoring (temperature and power supply)
» Auto-reboot

2.2.4 Capacity Upgrade on Demand

64

Capacity Upgrade on Demand (CUoD) is available for pSeries Models 650, 670,
and 690 with AIX 5L Version 5.2 and DLPAR offers the capability to
non-disruptively activate (no boot required) processors and memory. There is
also the ability to temporarily activate processors to match intermittent
performance needs. Combined with pSeries advanced technology, CUoD offers
significant value for installations wanting to economically add new workloads on
the same server or respond to increased workloads.

Pay as you grow

The CUoD option from IBM allows clients to install (spare or extra) processors
and memory at an extremely attractive price and then bring new capacity online
quickly and easily. With AIX 5L Version 5.2, processors and memory can be
activated dynamically without interrupting system or partition operations.

CUoD processor options for pSeries 670 and 690 servers are available in units of
four active and four inactive processors with up to 50% of the system in standby.
pSeries 650 CUoD processors are available in pairs with a maximum of six in
standby.

As workload demands require more processing power, unused processors can
be activated in pairs. You simply place an order to activate the additional
processors, send current system configuration data to IBM, and receive over the
Internet an electronically encrypted activation key which unlocks the desired
amount of processors. There is no hardware to ship and install, and no additional
contract is required.

Memory activation works the same way. CUoD memory is available in various
sizes for pSeries Models 650, 670, and 690. Activation in 4 GB increments is
made by ordering an activation key to unlock the desired amount of memory.

On/Off Capacity on Demand

For temporary workloads, pSeries offers an innovative solution with flexible
processor activation. By ordering an On/Off Capacity on Demand feature, the
user receives an activation key which includes 60 days of temporary processor
activation. Processors pairs can be then be turned on and off whenever needed.
Charges are made against the 60-day processor allocation only when
processors are activated. Increments of usage are measured in processor days
and the minimum usage is one day per activated processor.
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Trial Capacity on Demand

Trial Capacity on Demand enables CUoD features to be activated one time for a
period of 30 consecutive days. If your system was ordered with CUoD features
and they are not yet activated, you can turn on the features for a one-time trial
period. With the trial capability, you can gauge how much capacity you may need
in the future, if you decide to permanently activate the resources you need.

Alternatively, you can use the Trial Capacity on Demand function to immediately
activate resources while processing an order for a permanent activation code.

Capacity Backup

Capacity Backup (CBU) is an on demand backup technology for high-end 16-way
pSeries 670 and 32-way pSeries 690 servers. The servers, with On/Off Capacity
on Demand capabilities, are similar to the IBM @server iSeries™ for High
Availability system introduced in September. IBM also offers similar backup
capabilities for its IBM @server zSeries® mainframes.

The replicated pSeries 670 backup comes with 12 inactive and four active

1.45 GHz POWERA4+ processors that can be activated if the production system
goes down. The pSeries 690 is shipped with four POWER4+ processors active
and another 28 inactive. Those chips can range in frequency from 1.3 GHz to
1.7 GHz.

Capacity BackUp systems are priced lower. If enterprises need to turn on
inactive processors, they pay only for the power they use.

Easy to order, easy to use

IBM Capacity Upgrade on Demand offerings for pSeries are straightforward and
easy to implement. There is never a requirement to activate any of the CUoD
processors. In fact, systems with inactive CUoD processors can be resold “as is”.

The activation process is quick and easy. Simply place an order, supply the
necessary system configuration data, and an encrypted key is sent via the Web
and by mail. Also, there is no requirement to set up electronic monitoring by IBM
of your configuration.

Trial Capacity on Demand

IBM includes in each pSeries system that has CUoD resources the ability to
activate the resources for a one time up to 30 days. This one-time, no-charge
usage does not require any special activation keys. You can use it to meet an
immediate need for additional resources or to give standby resources a test run.
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CUoD prerequisites

The following prerequisites are required before you install or configure a system
that uses the processor CUoD feature:

» AlX version 5.2 or later
» CUoD code installed on the system

This software is installed for the CUoD (Upgrading the Capacity) feature. This
code may be installed with the operating system.

» Hardware Management Console for pSeries with V1R3 or later software

» (Optional) Electronic Service Agent installed on the system and
communication with field support through a dedicated phone line

Electronic Service Agent is installed by the service representative typically
during system installation.

CUoD for the pSeries summary

For those clients who want to reduce their total cost of ownership (TCO); provide
fast, nondisruptive upgrades; and improve system availability and utilization;
CUoD for the pSeries 650, 670, and 690 is the way to go.

The benefits of CUoD include:

Simple, dynamic activation of additional processors and memory
Temporary activation of processors with On/Off Capacity on Demand
Automatic dynamic processor sparing

Increased processor granularity

30-day trial period

No commitment for future purchases

No restriction on resale of system

vVVvyVvYyVvYyYVvYYyvYyYyYy

The information at the following Web site briefly explains the CUoD process:
http://www.ibm.com/servers/eserver/pseries/cuod/
For more information about CUoD for pSeries Models 650, 670, and 690, see:

http://www.ibm.com/servers/eserver/pseries/hardware/whitepapers/
cuod2.html

2.3 pSeries processors

Sizing and capacity planning was an issue from the very beginning. The IBM
Reduced Instruction Set Computer (RISC) technology found in the pSeries
processors origninated in 1974 in a project to design a large telephone-switching
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network capable of handling an average of three hundred calls per second. With
an approximate 20,000 instructions per call and stringent real-time response
requirements, the performance target was 12 million instructions per second
(MIPS). This specialized application required a fast processor.

When the telephone project was terminated in 1975, the system itself had not
been built, but the design progressed to the point where it seemed to be an
excellent basis for a general-purpose, high-performance miniprocessor. The
most important features of the performance ratio were:

» Separate instruction and data caches, allowing a much higher bandwidth
between memory and CPU

» No arithmetic operations to storage, which greatly simplified the instruction
pipeline

» Uniform instruction length and simplicity of design, making a short cycle time
(ten levels of logic) possible, for example, all register-to-register operations
executed in one cycle

Today’s pSeries processors are still comprised of these three features. At that
time, Complex Instruction Set Computing (CISC) did not exist yet, and neither did
RISC. For a time, there was no name for the experimental computer. “The
telephone machine” began to seem inappropriate. The processor design was
named “the 801” after the designation of the IBM building in which the research
took place.

The original 801 processor was completed in 1978. For a time, it was the fastest
experimental processor for IBM. The goal of the 801 family was to execute one
instruction per cycle. To obtain this, a new design evolved which provided three
semi-autonomous processors: an instruction stream processor, a fixed-point
processor, and a floating-point processor. The experimental version of the
design, called AMERICA and developed at the Thomas J. Watson Research
Center, was subsequently transferred to the development laboratory in Austin,
Texas, where it evolved into the RS/6000 processor called Performance
Optimization With Enhanced RISC (POWER).

The IBM @server® brand was introduced in October 2000 and replaced the
RS/6000 brand first launched in February 1990. Since October 2000, new
servers with UNIX operating systems have been introduced by the name of
pSeries systems. The processor architecture has evolved to the fourth
generation or POWERA4, with the fifth generation or POWERS5™ due shortly.

All microprocessors in new pSeries servers use copper chip wiring which offers
40% better conductivity than aluminum, improving chip performance and
reducing power consumption. IBM 64-bit POWER4 and POWER4+
microprocessors are manufactured with SOI technology, which protects the
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millions of tiny transistors on a chip with a blanket of insulation, reducing harmful
electrical effects that consume energy and hinder performance. Other forms of
insulation may be used in the future. In addition, built-in intelligence features of
the pSeries servers provide self-correcting capabilities that can minimize outages
and keep applications running.

2.3.1 Processor descriptions

Although the entire system architecture contributes to the performance of
pSeries product line, the processors are a key component of system
performance. The following sections outline the architectures of the latest
pSeries microprocessors. Figure 2-6 groups the processors showing their
general evolution.
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Note: Not all processor speeds are available on all models.

Figure 2-6 pSeries microprocessor history

2.3.2 RISC/CISC concepts

Two different processor designs have been implemented since the mid-1970s:
CISC and RISC.
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The first one, CISC is the traditional design featuring a large and highly functional
instruction set (more than 200 instructions). These instructions need several
cycles to complete.

The need for complex instructions existed because, at that time, computers were
equipped with small quantities of slow memory. Complex instructions result in
fewer instructions per program, so less memory was needed. However, studies
showed that only a small percentage of CISC instructions (around 10%) were
commonly used by programs.

Later, as progress in semiconductor technology reduced the difference in speed
between memory and processor, and as high-level languages replaced assembly
language, the major advantages of CISC decreased.

The RISC concept was first defined by IBM Fellow John Cocke in 1974. It has
some basic characteristics:

» A very simple architecture with an optimized set of machine instructions.

The instruction set consists only of elementary operations (less than 100
instructions) to reduce the complexity of the instruction decoder. Therefore,
the processor can execute with maximum speed and efficiency. The software
generates other, more complex operations by combining several simple
machine instructions. All of these instructions have a fixed length (necessary
for superscalar architecture, as explained in 2.3.3, “Superscalar architecture:
Pipelines and parallelisms” on page 70).

» A very high instruction execution rate

The objective of the RISC architecture is to be able to execute an average of
one instruction per machine cycle. The execution time can be reduced to less
than one instruction per machine cycle using the superscalar architecture, as
explained in 2.3.3, “Superscalar architecture: Pipelines and parallelisms” on
page 70.

» Compiler optimization

The performance of the RISC architecture heavily depends on the compiler
optimization. The compiler must be able to exploit the hardware architecture
by generating instruction sequences that take advantage of the capabilities

and performance of the processor.

» Load/store architecture

Memory access is separated from data manipulations in RISC architectures
so that the processor is not stalled by slow memory access. Data is
prefetched into registers, and instructions work within those registers, which
are the fastest memory available. Working with registers also allows the
compiler to better organize data fetching according to data dependency.
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In comparison, CISC tries to reduce the number of instructions for a program,
where RISC tries to reduce the cycles per instruction.

Nowadays, both of these designs have evolved. RISC architectures, which are
commonly utilized in the UNIX world, in particular are benefitting from the
superscalar concept.

2.3.3 Superscalar architecture: Pipelines and parallelisms

70

An instruction pipeline is a microprocessor design feature that behaves similar to
an assembly line in a factory. A microprocessor that is pipelined has a number of
“stages” much like the assembly line. As an instruction moves from the first stage
to the second stage, the next subsequent instruction in the program may enter
the first stage of the pipeline to begin execution.

An instruction’s execution time may be measured in both /atency and throughput.
For example, let's assume that an execution pipeline consists of four stages
(fetch, decode, execute, completion) and that an instruction only spends one
clock cycle in each stage. Therefore, the latency of an instruction is four clock
cycles. Optimum throughput is achieved by keeping the pipeline full or saturated.
After we fetch the first instruction in one clock cycle, we begin to decode it in the
next clock cycle. While we decode this instruction, we can fetch the next
instruction. On the next clock cycle, the instruction moves to the execute stage,
while the instruction fetched moves to the decode stage and a third instruction is
fetched. After four clock cycles, the pipeline is saturated and we can expect in an
optimal environment a throughput of one instruction per clock cycle.

When pipelining works as intended, performance is optimized. However, there
are some potential problems, such as branch instructions and data conflicts. A
pipeline normally holds a number of instructions in different stages of execution.
Consider the case where one of these is a conditional branch, dependent on the
condition code to be produced by a not-yet-executed instruction coming through
the pipeline. If it later turns out that the branch is to be taken, the system has to
discard all the instructions prefetched after the branch and continue from the
branch target address instead. A “bubble” in the pipeline develops, leading to
wasted processor cycles.

A true data dependency arises when an instruction entering the pipeline needs
the result still to be produced by an instruction further ahead in the pipeline. This
case cannot be resolved by register renaming, the technique employed to avoid
data conflicts. The instruction simply has to wait on the newer one to produce the
result.

While true data conflicts are uncommon, branches are frequently encountered. In
fact, branch instructions constitute about 20% of the instructions in most
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computer architectures. Branch target prediction, as used in the RS/6000,
alleviates the problem to a certain degree. The basic problem that remains is that
complex software, such as kernel code and database systems, suffers a
slowdown of processor speed in the pipeline. This is because of the high
percentage of conditional branch instructions that is typical for these
environments. Simpler applications are less affected by this problem.

Next, came the idea of making several pipelines to implement further parallelism,
which is called superscalar architecture. A superscalar architecture is a
microprocessor design that implements more than one instruction execution
pipeline. This works on the same concept as when a factory adds another
assembly line to increase production. Instead of making the workers work twice
as fast on one assembly line to double production, adding a second assembly
line effectively produces the same result.

If we apply this logic to microprocessor design, we can either increase the MHz
or GHz to reach the desired performance or another instruction pipeline can be
added. Using the four stage pipeline described earlier, the throughput increases
effectively from one to two instructions per clock cycle when adding a second
instruction pipeline. From a power consumption and heat dissipation point of
view, this is more desirable than increasing the clock frequency by a factor of two.
The major obstacle to this is that the general public understands the basic
concepts of MHz and GHz. In other words, speed sells. The intricate details and
advantages of superscalar designs elude most people, including those employed
in information technology.

Efficient pipelining of instructions and data allows the POWER and PowerPC
processors to provide exceptional performance. However, this performance is
heavily influenced by the type of application being measured and the actual
design of the code being executed. Applications that run primarily in cache, such
as the LINPACK (LINear algebra PACKage) benchmarks, yield results
comparable to those of the synthetic benchmarks.

Today’s processor works at high speeds and spends a large percentage of time
waiting for information. The faster the processor is, the longer it must wait for data
from the main memory. For example, some processors running in commercial
environments can spend 10% to 50% of their time stalled, waiting for instructions
or data. This idle time is not reported by the system (vmstat, sar) since the
system thinks the processor is busy. This shows that the memory subsystem
(caches, buses, bandwidth, and latency) design is key for computer performance.

2.3.4 32-bit versus 64-bit computing

64-bit computing is the current trend for all pSeries products. 64-bit
microprocessors are faster than their 32-bit counterparts. They benefit from the
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latest design techniques and manufacturing processes, but there is more to it
than that.

The 64-bit designs have inherent architectural advantages. These include 64-bit
data flow, 64-bit arithmetic, and 64-bit addressing. Some workloads benefit from
these advantages more than others. The 64-bit data flow in modern RISC
microprocessors are load and store systems. This means that all processing is
done on data that resides in registers.

The 64-bit microprocessors have 64-bit registers. The 32-bit microprocessors
have 32-bit registers. Data must flow between the registers and memory to
accomplish any operation. The 64-bit microprocessors move 64 bits of data in
the same amount of time it takes 32-bit microprocessors to move 32-bits of data.
They can move data twice as fast as 32-bit microprocessors, but the data must
be longer than 32-bits to take advantage of it.

The benefits of 64-bit architecture can be summarized as follows:

Extended-precision integer arithmetic
Access to larger executables

Access to larger data

Access to larger file datasets

Access to larger physical memory
Access to higher SMP server scalability

vVvyYvyvyYyvyy

2.3.5 Performance of processors
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The overall performance of a processor can be calculated by the classical
processor performance equation shown Figure 2-7.

Total B Number of Number of Clock
tiontime instructions X cycles per X |
et instruction cycles

Figure 2-7 Processor performance equation

The different factors that affect execution time are:

> Number of instructions: The number of elementary operations needed to
complete program in a result of the compilation. This is called the path length.

» Cycles per instruction: This number depends on the complexity of the
instructions. The more complicated the instructions are, the higher the
number of cycles is needed to execute the instruction.

» Clock cycles: The MHz and GHz specifications of the processor specify the
frequency of the chip. Improvements in this area are achieved by material
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science improvements, improvements in fabrication, and use of pipelined
architectures. Most instructions in the POWER and PowerPC processors
execute in one clock cycle. Therefore, the more cycles per second there are,
the more instructions that can be executed per second.

Processor clock rates can be obtained in AIX 5L by issuing one of the following
commands. The first one is:

1sattr -E1 procX

Here Xis the number for the processor, for example, procO is the first processor
in the system. The output from the command is similar to the following example.
False, as used in this output, signifies that the value cannot be changed through
an AIX command interface:

state enable Processor state False
type powerPC_POWER4 Processor type False
frequency 120000000 Processor speed False

The other possible command is:

pmcycles -m

This command (AIX 5L Version 5.1 and later) uses the performance monitor
cycle counter and the processor real-time clock to measure the actual processor
clock speed in MHz. The output of a 2-way pSeries 615 1.2 GHz system is:

Cpu 0 runs at 1200 MHz
Cpu 1 runs at 1200 MHz

Note: The pmcycles command is part of the bos.pmapi.fileset. First check if
that component is installed using the command:

1slpp -1 bos.pmapi

IBM has developed industry-leading microprocessor fabrication technologies.
These technologies are copper circuitry and SOl on Complimentary Metal Oxide
Semiconductor (CMOS) processors. The net effect of using copper circuitry is
increased clock speeds, smaller die sizes, smaller channel lengths, and lower
voltages. SOI protects the millions of transistors on a chip with a thin layer of
silicon oxide, reducing harmful electrical effects that consume energy and hinder
performance.

Improvements in fabrication have enabled smaller micron lengths thus enabling
faster processors. A micron is one one-thousandth (1/1000) of the size of a
human hair. Today processors are being produced using 0.13-micron technology,
with 0.09 and 0.06-micron technology soon to follow. These technologies, which
contribute to higher performance and reduced power requirements, are the basis
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for enhancements to the current IBM POWER3™, POWER4, and POWER5
processors.

2.3.6 Processor evolution

74

The first RS/6000 products were announced by IBM in February of 1990. They
were based on a multiple chip implementation of the POWER architecture. The
IBM POWER architecture continues to evolve. In this section, a brief history is
provided for each of the processors in this architecture.

You can learn more in RISC System/6000 Technology, SA23-2619.

POWER1

In the light of recent developments, the first technology to stem from the IBM
POWER architecture is commonly referred to as POWER1. The models that
were introduced included an 8 KB instruction cache (I-cache) and either a 32 KB
or 64 KB data cache (D-cache). They had a single floating-point unit capable of
issuing one compound floating-point multiply and add (FMA) operation each
cycle, with a latency of only two cycles. Therefore, the peak MFLOPS rate was
equal to twice the MHz rate. For example, the Model 530 was a desk-side
workstation operating at 25 MHz, with a peak performance of 50 MFLOPS.
Commonly occurring numerical kernels could achieve performance levels very
close to this theoretical peak.

In January 1992, the Model 220 was announced, based on a single chip
implementation of the POWER architecture, usually referred to as RISC Single
Chip (RSC). It was designed as a low-cost, entry-level desktop workstation, and
contained a single 8 KB combined instruction and data cache.

The last POWER1 system, announced in September 1993, was the Model 580. It
ran at 62.5 MHz and had a 32 KB |-cache and a 64 KB D-cache.

POWER2™

Announced in September 1993, the first POWER2 systems included the 55 MHz
Model 58H, the 66.5 MHz Model 590, and the 71.5 MHz 990. The most
significant improvement introduced with the POWER2 architecture for scientific
and technical applications was the floating-point unit (FPU) that was enhanced to
contain two 64-bit execution units. Thus, two floating-point multiply and add
instructions could be executed each cycle. A second fixed-point execution unit
was also provided. In addition, several new hardware instructions were
introduced with POWER2:

» Quad-word storage instructions: The quad-word load instruction moves two
adjacent double-precision values into two adjacent floating-point registers.
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» Hardware square root instruction.
» Floating-point to integer conversion instructions.

The Model 590 ran with only a marginally faster clock than the POWER1-based
Model 580. However, the architectural improvements listed earlier, combined with
a larger 256 KB D-cache size, enabled it to achieve far greater levels of
performance.

In October 1996, IBM announced the RS/6000 Model 595. This was the first
system to be based on the P2SC (POWER2 Super Chip) processor. As its name
suggests, this was a single chip implementation of the POWER2 architecture,
enabling the clock speed to increase further. The Model 595 ran at 135 MHz, and
the fastest P2SC processors, found in the Model 397 workstation and RS/6000
SP Thin4 nodes, ran at 160 MHz, with a theoretical peak speed of 640 MFLOPS.

PowerPC

The RS/6000 Model 250 workstation, the first based on the PowerPC 601®
processor running at 66 MHz, was introduced in September 1993. The 601 was
the first processor from the partnership between IBM, Motorola, and Apple.

The PowerPC Architecture™ includes most of the POWER instructions.
However, some instructions that were executed infrequently in practice were
excluded from the architecture. Some new instructions and features were added,
such as support for SMP systems. In fact, the 601 did not implement the full
PowerPC instruction set. It was a bridge from POWER to the full PowerPC
Architecture implemented in more recent processors, such as the 603, 604, and
604e. Currently, the fastest PowerPC-based systems from IBM for technical
purposes, the four-way SMP system RS/6000 7025 Model F50 and the
uniprocessor system RS/6000 43P 7043 Model 150, use the 604e processor
running at 332 MHz and 375 MHz, respectively. The POWER3 and POWER4
processors are also based on the PowerPC Architecture, but discussed in the
sections that follow.

RS64

The first RS64 processor was introduced in September 1997. It was the first step
into 64-bit computing for RS/6000. While the POWER2 product had strong
floating-point performance, this series of products emphasized strong
commercial server performance. It ran at 125 MHz with a 2-way associative,

4 MB L2 cache. It had a 64 KB L1 instruction cache, a 64 KB L1 data cache, one
floating-point unit, one load-store unit, and one integer unit. Systems were
designed to use up to 12 processors. pSeries products using the RS64 were the
first pSeries products to have the same processor and memory system as
iSeries products.
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In September 1998, the RS64-II was introduced. It was a different design from
the RS64 and increased the clock frequency to 262 MHz. The L2 cache became
4-way set associative with an increase in size to 8 MB. It had a 64 KB L1
instruction cache, a 64 KB L1 data cache, one floating-point unit, one load-store
unit, two integer units, and a short in-order pipeline optimized for conditional
branches.

With the introduction of the RS64-Ill in the fall of 1999, this design was modified
to use copper technology, achieving a clock frequency of 450 MHz, with a L1
instruction and data cache increased to 128 KB each. This product also
introduced hardware multithreading for use by AIX. Systems were designed to
use up to 24 processors.

In the fall of 2000, this design was enhanced to use SOI technology, enabling the
clock frequency to be increased to 600 MHz. The L2 cache size was increased to
16 MB on some models. Continued development of this design provided
processors running at 750 MHz. The most recent version of this microprocessor
was called the RS64-IV.

During the history of this family of products, top performance publications were
made for a large variety of benchmarks, including TPC-C (online transaction
processing (OLTP)), SAP (ERP), Baan (ERP), PeopleSoft (ERP), SPECweb
(Web serving), and SPECjbb (Java).

POWERS3

The POWERS processor brought together the fundamental design of the
POWER2 micro-architecture, as currently implemented in the P2SC processor,
with the PowerPC Architecture. It combined the excellent floating-point
performance delivered by P2SC’s two floating-point execution units, while being
a 64-bit, SMP-enabled processor ultimately capable of running at much higher
clock speeds than current P2SC processors.

Initially introduced in the fall of 1998 at a processor clock frequency of 200 MHz,
most recent versions of this microprocessor incorporate copper technology and
operate at 450 MHz.

POWER4

The POWER4 system is a new generation of high-performance 64-bit
microprocessors and associated subsystems. They are especially designed for
server and supercomputing applications. The following sections outline the
architectures of the latest POWER4 microprocessor.

The POWERA4 processor is a high-performance microprocessor and storage
subsystem. It uses the most advanced semiconductor and packaging technology
from IBM. A POWERA4 system logically consists of multiple POWER4
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microprocessors and a POWER4 storage subsystem, interconnected together to
form an SMP system. Physically, there are three key components:

» POWER4 processor chip: This chip contains two 64-bit microprocessors, a
microprocessor interface controller unit, a 1.41 MB (1440 KB) level-2 (L2)
cache, a level-3 (L3) cache directory. It also contains a fabric controller
responsible for controlling the flow of data and controls on and off the chip, as
well as chip/system pervasive functions.

» L3 merged logic DRAM (MLD) chip: This chip contains 32 MB of L3 cache.
An eight-way POWER4 SMP module shares 128 MB of L3 cache consisting
of four modules, each containing two 16 MB merged logic dynamic random
access memory (DRAM) chips.

» Memory controller chip: This chip features one or two memory data ports,
each 16 bytes wide. It connects to the L3 MLD chip on one side and to the
Synchronous Memory Interface (SMI) chips on the other side.

The POWER4 microprocessor is a result of advanced research technologies
developed by IBM. Numerous technologies are incorporated into the POWER4 to
create a high-performance, high-scalability chip design to power pSeries
systems. Some of the advanced techniques used in the design and
manufacturing processes of the POWERA4 include copper interconnects and SOI.

Copper interconnects

As chips become smaller and faster, aluminum interconnects, which have been
used in chip manufacturing for over 30 years, present increasing difficulties. In
1997, after nearly 15 years of research, IBM scientists announced a new
advance in the semiconductor process that involves replacing aluminum with
copper. Copper has less resistance than aluminum, which permits the use of
smaller circuits with reduced latency for faster propagation of electrical signals.
The reduced resistance and heat output make it possible to shrink the electronic
devices even further. At the same time, they increase clock speed and
performance without resorting to exotic chip cooling methods.

Silicon-On-insulator

SOl refers to the process of implanting oxygen into a silicon wafer to create an
insulating layer and using an annealing process until a thin layer of SOI film is
formed. The transistors are then built on top of this thin layer of SOI. The SOI
layer reduces the capacitance effects that consume energy, generate heat, and
hinder performance.

Components

Figure 2-8 shows the components of the POWER4 chip. The chip has two
processors on board. Included in the processor are the various execution units
and the split first-level instruction and data caches.
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The two processors share a unified second level cache, also on board the chip,
through a Core Interface Unit (CIU). The CIU is a crossbar switch between the
L2, implemented as three separate, autonomous cache controllers, and the two
processors. Each L2 cache controller can operate concurrently and feed 32 bytes
of data per cycle. The CIU connects each of the three L2 controllers to either the
data cache or the instruction cache in either of the two processors. Additionally,
the CIU accepts stores from the processors across 8-byte wide buses and
sequences them to the L2 controllers.

Each processor has associated with it a noncacheable (NC) Unit. The NC Unit in
Figure 2-8 is responsible for handling instruction serializing functions and
performing any noncacheable operations in the storage hierarchy. Logically, this
is part of the L2.
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Figure 2-8 The POWER4 microprocessor
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The directory for a third level cache, L3, and logically its controller are also
located on the POWER4 chip. The actual L3 is on a separate chip. A separate
functional unit, referred to as the Fabric Controller, is responsible for controlling
data flow between the L2 and L3 controller for the chip and for POWER4
communication. The GX controller is responsible for controlling the flow of
information in and out of the system. Typically, this is the interface to an 1/0
drawer attached to the system. With the POWER4 architecture, this is also where
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to natively attach an interface to a switch for clustering multiple POWER4 nodes
together.

Also included on the chip are pervasive functions. These include trace and debug
facilities used for First Failure Data Capture, Built-in Self Test (BIST) facilities,
Performance Monitoring Unit, an interface to the Service Processor (SP) used to
control the overall system, Power On Reset (POR) Sequencing logic, and Error
Detection and Logging circuitry.

Four POWER4 chips can be packaged on a single module to form an 8-way
SMP. Four such modules can be interconnected to form a 32-way SMP. To
accomplish this, each chip has five primary interfaces. To communicate to other
POWER4 chips on the same module, there are logically four 16-byte buses.
Physically, these four buses are implemented with six buses, three on and three
off. To communicate to POWER4 chips on other modules, there are two 8-byte
buses, one on and one off. Each chip has its own interface to the off chip L3
across two 16-byte wide buses, one on and one off, operating at one third
processor frequency. To communicate with 1/0 devices and other compute
nodes, two 4-byte wide GX buses, one on and one off, operating at one third
processor frequency, are used. Finally, each chip has its own Joint Test Action
Group (JTAG) interface to the system service processor.

All of the buses previously discussed, except for the JTAG interface, scale with
processor frequency. Over time, technological advances will allow an additional
increase in processor frequency. As this occurs, bus frequencies can scale
proportionately to allow system balance to be maintained.

The initial POWER4 manufacturing process, known as CMOS-8S3SO0l,
implements seven-layer copper metallization, and 0.18 micron (um) SOl CMOS
technology. The POWER4+ manufacturing process is called CMOS-9SSOI with
a 0.13 pm SOI CMOS technology. All the buses scale with processor speed.

Figure 2-9 shows the instruction pipelines of this superscalar microprocessor.
Each box represents a stage of the pipeline. A stage is the logic that is performed
in a single processor cycle.

There is a common pipeline that handles instruction fetching and group formation
first. This then divides into four different pipelines corresponding to four of the five
types of execution units in the processor (the CR execution unit is not shown,
which is similar to the fixed-point execution unit). The execution units are branch
(BR), load/store (LD/ST), fixed (integer) point (FX), and floating-point (FP). All
pipelines have a common termination stage, which is the completion (CP) stage.

The instructions that make up a program are read from storage and executed by
the processor. During each cycle, up to eight instructions may be fetched from
cache according to the address in the instruction fetch address register (IFAR).
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The fetched instructions are scanned for branches (corresponding to the IF, IC,
and BP stages in Figure 2-9).

Since instructions may be executed out of order, it is necessary to keep track of
the program order of all instructions in-flight. In the POWER4 microprocessor,
instructions are tracked in groups of one to five instructions rather than as
individual instructions. Groups are formed in pipeline stages DO, D1, D2, and D3.

Branch Redirects Out-of-Order Processing
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Figure 2-9 POWER4 microprocessor pipeline

The POWER4 processors are packaged on a single module called multichip
modules (MCM). Each MCM houses four processors (eight CPU cores) that are
connected through chip-to-chip ports. The processors are mounted on the MCM
so that they all rotate 90 degrees from one another, as shown in Figure 2-10.
This arrangement minimizes the interconnect distances, which improves the
speed of the inter-chip communication. There are separate communication
buses between processors in the same MCM, and processors in different MCMs.
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4 processors (8 cores) multichip module 4.5-inch square, glass-ceramic construct
o Chips rotated to allow faster interconnection

Figure 2-10 POWER4 MCM

An internal representation of the MCM is shown in Figure 2-11, with four
interconnected POWER4 processors. Each installed MCM comes with 128 MB of
L3 cache. This provides 32 MB of L3 cache per POWER4 chip. The system bus
(L3 cache, GX Bus, memory nest) operates at a three to one (3:1) ratio with the
processor frequency. Therefore the L3 cache to MCM connections operate at:

» 375 MHz for 1.1 GHz processors
» 433 MHz for 1.3 GHz processors
» 500 MHz for 1.5 GHz processors
» 567 MHz for 1.7 GHz processors

The MCM is a proven technology that IBM has been using for many years in the
mainframe systems (now zSeries). It offers several benefits in mechanical
design, manufacturing, and component reliability. IBM has also used MCM
technology in the RS/6000 servers in the past. The IBM RS/6000 Model 580 was
based on the POWER2 microprocessor that has all its processing units and
chip-to-chip wiring packaged in an MCM.
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4 POWER4 processors (8 cores) on an MCM
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Figure 2-11  MCM with L2, L3, and memory

POWER4+

POWERA4+ takes advantage of the most advanced 0.13 pm fabrication process
and contains over 180 million transistors. The POWER4+ chip is available at
speeds of 1.2, 1.45, 1.5, and 1.7 GHz. POWERA4+. It is based on POWER4 and
contains two processors, a high-bandwidth system switch, a large memory
cache, and /O interface.

L1, L2 caches and L2, L3 directories on the POWER4+ chip are manufactured
with spare bits in their arrays. They can be accessed using programmable
steering logic to replace faulty bits in the respective arrays. This is analogous to
the redundant bit steering employed in main store as a mechanism to avoid
physical repair that is also implemented in POWER4+ systems. The steering
logic is activated during processor initialization and is initiated by the built-in
system-test (BIST) at power on time.

L3 cache redundancy is implemented at the cache line granularity level.
Exceeding correctable error thresholds while running causes invocation of a
dynamic L3 cache line delete function, capable of up to two deletes per cache. In
the rare event of solid bit errors exceeding this quantity, the cache continues to
run, but a message calling for deferred repair is issued. If the system is rebooted
without such repair, the L3 cache is placed in bypass mode and the system
comes up with this cache unconfigured.
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POWERS5

The latest family member announced is POWERS. Like the POWER4 processor,
it consists of two processor cores in a single slice of silicon. This “dual-core”
design has been pioneered by IBM. Unlike the POWER4, each POWERS5
processor can simultaneously execute two tasks, called threads. This was done
because increased processor speeds make memory appear further away and
core stalls are very possible. Currently, 20% to 25% execution unit utilization is
common. With simultaneous multithreading technology, improving performance
by 40% over the POWER4 systems is possible.

Through this combination of multithreading and dual-core technology, a
POWERS5-based system loaded with a maximum of 32 POWERS5 processors
appears to software to have 128 processors. That compares with current
POWER4 systems, such as the pSeries 690, which has 16 dual-core POWER4
processors that appear to software as a 32 processor server.

The simultaneous multithreading technology can be switched off to allow one of
the two threads to operate at maximum speed. The POWERS5 processor
monitors the priority of each thread to make sure one doesn't dominate all the
processor’s resources. In addition, when the system is in a power-saving mode
for moments of idleness, it can assign both threads the lowest priority possible.
This way the system consumes as little power as possible.

POWERS5 measures 389 square millimeters and contains 276 million transistors.
Groups of four POWERS5 processors are packaged in a single MCM, which is a
square slab of ceramic and metal laced with thousands of internal wires that
connect the processors. This MCM packaging is similar to that found in top-end
mainframe server line from IBM.

Finally, POWERS has a memory controller built into the silicon instead of
requiring a separate on-board controller to handle accesses to memory. This
strategy speeds up memory access and improves system reliability.

The POWER microprocessors will continue to evolve. Figure 2-12 shows the
future POWER processor roadmap.
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Note: All statements regarding the future direction and intent of IBM are subject to change or
withdrawn without notice and represent goals and objectives.

Figure 2-12 POWER processor roadmap

2.4 Memory

Proper tuning of the memory subsystem can significantly enhance system

performance. Improper tuning can severely degrade performance. Several layers
and concepts are involved.

2.4.1 Memory hierarchy

“Ildeally one would desire an indefinitely large memory capacity such that any
particular value would be immediately available. We are forced to recognize
the possibility of constructing a hierarchy of memories, each of which has a
greater capacity than the preceding but which is less quickly accessible.”

— Early computer pioneers Burks, Goldstine, and Von Neumann, 1946

These early computer pioneers accurately predicted that programmers would
desire unlimited amounts of fast storage with access times equal to the speed of
the processor. Nearly over half a century later, it is still economically and
physically impossible to achieve this desire.
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The solution found in most systems today is a hierarchy of memory similar to the
diagram found in Figure 2-13. Each level in the pyramid is smaller in capacity,
access times are faster and cost of implementation is more expensive than the
level below it.

Faster Smaller
A
Registers
L1
 Cache L2
Speed [/ _ __ . AR Capacity
L3

Real memory

Disk storage v
Slower Larger

Figure 2-13 Memory hierarchy

With respect to size, it is still common to uses the term bytes to describe the
capacity of the registers (Level 0 storage). For example, the 64-bit processors in
the POWER and PowerPC Architecture implement thirty-two 64-bit general
purpose registers (GPRs) for integer arithmetic and logical operations.
Therefore, the total capacity is 256 bytes of storage in the register level of the
pyramid. By the time we get to the disk storage level, we are using terms such as
gigabytes, terabytes, and petabytes to define capacity.

The memory hierarchy shown in Figure 2-13 consists of:

» Registers: Registers are storage cells within the specialized units inside the
processor pipelines. This is the fastest memory available. Access is
immediate.

» Cache: The caches are high-speed synchronous random access memories
(SRAMSs) that contain only a subset of main memory. This element is of great
importance regarding performance considerations. Indeed, if the processor
accesses the cache instead of main memory for the most-frequently utilized
instructions and data, it will gain many clock cycles. There are usually three
different types of cache; levels 1, 2, and 3. On-chip caches (usually L1,
sometimes also L2) are located next to the pipelines, and are the smallest.
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Generally, there are one or two cache levels that are off-chip. L3 cache
storage capacity is bigger than that of L2, but its access time is slower. It can
be a super-set of the L2 cache. When L3 is implemented, L1 cache generally
is put on the chip for performance reasons.

» Real memory: If the data is not in the cache, the data is fetched from main
memory. This type of memory is either DRAM or synchronous dynamic
random access memory (SDRAM). Newer systems use double-data-rate
(DDR) SDRAMSs. Read and write access for DDR-SDRAMSs can occur
simultaneously.

» Disk storage: The concept of virtual memory allows this last level in the
memory hierarchy. If the data item being accessed is not in main memory, a
page fault occurs and data is retrieved from the hard disk or disks, which may
be attached to the local system or accessed through the network. This is by
far the slowest way to get data.

In summary, the memory hierarchy concept is simple. When the highest, fastest
level becomes saturated, then it has to spill over its contents into the next level
below it. Of course when the last level becomes saturated, the system may stop
functioning.

2.4.2 Locality concept
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A basic principle in defining how hardware and software interact is the concept of
locality. Hardware expects that programs will exhibit patterns of address
reference that are local both in time and space. It is assumed that programs
access instructions and data according to the following models:

» Locality in time: This means that, if an address is referenced, it is likely that it
will be referenced again soon.

» Locality in space: This implies that, if an address is referenced, it is likely
that nearby addresses will also be accessed in the near future.

The principle of locality has given rise to the concept of working sets. The
working set of a process is the collection of memory addresses that the process
is currently using. This means addresses that the process has recently
referenced or is likely to use in the near future. The working set comprises those
memory ranges that the process needs to have access to without any significant
delay to achieve maximum performance.

Inherent in the concept of a working set is that active address ranges normally do
not shift gradually, but tend to be replaced entirely in phase transitions. Most
programs behave so that they remain in one area of memory for some time, and
then suddenly move to another area, remain there for some time, and so on.
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Locality and working sets are rather vague concepts based on empirical
observations rather than strict laws. However, they are the rationale behind two
powerful architectural features of today's computers: caches and virtual memory.

2.4.3 Caches

As explained earlier, cache memory sits between the processor and main
memory. The L1 cache memory is nowadays typically divided into two sections:
one for data (D-cache) and one for instructions (I-cache). In this way, for
example, while the arithmetic units work on numeric data in the data cache, the
branch processor can simultaneously load new instructions from the instruction
cache, which increases parallelism. Lower level caches are normally common
caches.

Caches exploit locality on a smaller scale and offer much faster access times
than main memory or disk.

Cache can be either integrated within the memory management unit (MMU) or
located outside the processor (external cache). Most modern RISC architectures
now implement both internal and external caches to reduce access to main
memory by having a bigger global cache size. In terms of performance, the
closer the cache moves to the pipelines, the smaller the access time is.

Data organization

As the cache only contains a subset of main memory data, its data must be
referenced for the processor to find it. Data is organized in lines because too
much space is used to reference each byte otherwise. Each line begins with a
tag that contains the main memory address of the first byte and some control
information like the valid bit. Then comes the real data, made of contiguous
words.

When a cache miss happens, the whole line must be fetched from memory
because there is only one tag to reference the line.

The line size has some consequences on performance. Indeed, if you choose a
small line size like 32 bytes, then a higher percentage of cache space is occupied
by tags. This results in a smaller amount of cache, but data transfers between
cache and main memory are almost immediate. However, if you choose a long
line size, such as 128 or 256 bytes, it results in a larger amount of cache
available for data, but transfers between main memory and cache are slower
because you need to fetch the whole line from main memory. For this kind of
implementation, dividing a line into several sublines, each independent and with
its own valid bit, may improve transfer time.
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Hit ratio

Among the various factors that influence performance, one of the most important
ones in determining processor throughput is the cache hit-to-miss ratio. To
achieve optimal performance, the processor must achieve a high percentage of
cache hits. This means that the instructions or data required are present in cache
memory. If not, the processor must wait for the information to be loaded from
main memory. This implies a performance degradation of as much as 50%.
Effectively, while page faults cause context switches or I/O waits, cache misses
force the processor into a wait state. This forces idling while the requested data
or instructions are fetched from memory or, in the worst case, disk.

The processor wait state is forced because access to real memory is slower than
access to the caches by more than an order of magnitude. Furthermore, the
RISC architecture and the highly sophisticated pipelines found in the RS/6000
design work at top efficiency only when they can access code and data at a rate
of two to four words per processor clock cycle.

In addition to the cache hit-to-miss ratio, there is another important factor to be
considered: the miss penalty. This penalty is defined as the number of cycles the
processor must wait while the cache miss is being resolved by the memory
subsystem. The cost of a cache miss, in terms of performance, is the product of
the cache miss ratio and the miss penalty.

In general, the instruction cache is smaller than the data cache because
programs are typically executed in chunks of four to five sequential instructions
before the next branch instruction is encountered. Also, the hit rate is usually
higher and the average access is faster than for the data cache. This is because
the instruction cache is never written to, and the consequences of a cache miss
are more severe because the processor pipelines are stalled immediately.

Cache access

The first goal of a cache is to access data faster than memory. Therefore, cache
searching must be quick and efficient.

Generally, it uses a hashing algorithm to index the processor addresses to
locations in the cache (except for fully associative caches). Hashing implies that
different processor addresses can have the same index. The cache line tags with
this index then must be compared to the processor address to determine
whether it’s a hit or a miss. The hashing algorithm is chosen because it is an
efficient way of limiting the search to only a few lines (the ones that refer to the
same index).

Some cache organizations include:
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» Direct mapped cache: The index refers to only one line of the cache where
data may be stored. This is the simplest organization. However, since hashing
produces the same index for many different addresses, it can end up in cache
thrashing. This happens when the same lines are continuously replaced by
new ones before they are reused.

» N-way set associative cache: This organization is aimed at reducing the
probability of cache thrashing. The idea is to group several lines (n) and to
refer to them with one index. Each line is independent of the others in its set
and has its own tag. Thus, when the processor looks for an index, it has just n
tags to compare to its own address. These comparisons are made in parallel
to avoid reducing performance. Cache thrashing is less likely, as several lines
are provided for each index.

» Fully associative cache: This is a particular case of the preceding
organization, when n equals the total number of lines in the cache. It means
that there is only one set of lines. Therefore, no hashing is implemented. All
the lines are looked through in parallel for each search. This is the most
expensive cache organization. That explains why it is used only for small
caches such as translation look-aside buffers (TLB).

When new data has to come into the cache, some existing line or subline
must be put aside. This replacement policy, by which data is selected for
removal, is usually done according to the least recently used (LRU) algorithm,
which is easier to implement than techniques used for main memory such as
page aging.

Another extremely important policy is the update policy. The processor has to
store data. It can do this either to main memory or to cache. If the latter option
is chosen, it increases the cache hit ratio because of locality, and the store
time is decreased. That is why, in most cases, processors store data to cache.

To ensure data integrity, cache needs to be consistent with main memory. Two
options exist. First, write the data both to cache and memory. This is called the
write-through policy. The advantage is complete coherency with memory, but it
ignores the locality concept and always wastes a memory cycle. The other policy,
called the write-back policy, asks the processor to write only to cache. Data is
written to main memory before it is discarded (due to the replacement policy) or if
the operating system requests it. Performance enhancement is quite clear, since
fewer writes to main memory occur. This this is done at the expense of main
memory consistency. This policy is widely used throughout the different
implementations.

Using a cache has these performance considerations:
» The bigger the cache is, the less main memory is accessed.
» The write-back policy yields better performance than the write-through policy.
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» For small caches, it is generally better to have large sets of lines so that the
replacement policy does not induce too much cache thrashing.

» Due to spatial locality, the line size should be as large as possible. But large
line sizes add some overhead when loading lines from memory.

2.4.4 Memory cycles

90

To understand the importance of memory hierarchy's performance, a number of
memory cycles are required for a typical processor to access data from the
different memory components.

Let us compare the different latencies of the different memory components in a

typical system equipped with a processor running at a clock rate in the range of
about 100 MHz. The latency is the time it takes to access data from the memory
component.

On a typical implementation, it takes one cycle to access data from L1 if there is
a cache hit in L1. It takes between seven to 10 cycles to access data from L2 in
case of a cache missin L1 and a cache hit in L2. It takes between 20 to 50 cycles
to move data from memory in case of a cache miss in the L2 cache. And finally, if
you need to access data from disk, it takes between 750,000 to 1.5 million
cycles. To highlight this point, if we assume that one cycle is one second, it takes
17 days, 8 hours, and 40 minutes to access data from disk, where accessing
data in the L1 cache takes one second.

Note: Detailed values are hardware dependent. Use these numbers only as
guidelines.

Clearly, in terms of performance, avoid accessing data from disk at all costs.
Thus, a commercial system should be designed to avoid misses to disks as much
as possible. Because the memory latency is much better than the disk's latency,
the memory itself should be used as a huge cache. Therefore, there is a need for
high memory capacity.

Uniprocessor versus multiprocessor memory cycles

The number of memory cycles needed to access data depends on whether the
system is a uniprocessor or a symmetric multiprocessor.

Figure 2-14 shows that when there is a hit in L1, it takes only one cycle to access
the data. If the system does not have any L2 cache, it takes 14 cycles on a
uniprocessor to load data from the memory to the processor and 23 cycles for a
SMP. If the system has an L2 cache, it takes seven cycles to access data if it is
already in the L2 cache (cache hit in L2), but it takes 18 cycles for a UP and 27
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cycles for an SMP to access data if there is also a cache miss in L2. There is a
two-cycle delay between the processor and L2 or the memory.

Figure 2-14 also shows the memory cycles required for moving data from the
memory subsystem on a typical system. A 3:2 clocking rate on the processor
means that when the processor runs at 100 MHz, the system bus runs at 66
MHz. The 3:2 ratio is the frequency ratio between the processor frequency and
the system bus frequency. Phase locked loop (PLL) technology is used to match
the bus and processor operating frequencies.

Presuming 3:2 Clocking on Processor

Load | 1cycle — | 7 Cycles ™27 cycles SMP
hit Processor 18 cycles UP
L1 [
miss 23 no L2 SMP
Bus Interface Unit delays: 2 cycles 14nol2 UP
4 cycles hit
. L2 Cache
E miss
i 8 cycles 3 cycles
i no L2 SMP (SMP) (SMP)
R =1 Arb/Add Data Xfr
5 E (UP) 9 cycles
(mol2UP ¢ Memory 2 for UP

Figure 2-14  Typical memory cycles

2.4.5 Virtual memory concepts

Virtual memory has two technical meanings:

» The system can behave as though it has access to more physical memory

than actually exists on the system. For example, a 32-bit system is limited to
4 GB of real memory. However, AIX uses a virtual memory manager model
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that can support as much as 4 Petabytes (PB) (4 PB = 4,000 TB) of virtual
memory. This is accomplished by implementing a 52-bit virtual address.

» Process text and images are given effective addresses by the compiler, as
opposed to real addresses. Because they have effective (logical) addresses,
they can be loaded at any real memory location. Virtual memory allows many
programs to occupy memory at the same time.

Figure 2-15 illustrates these concepts.

Real Physical
Memor
Effective y
Address
£ D
0 A
4k B
8k c > S
12k D > A
16k E
20k F
N\ Y B

Disk (Paging Space)

Figure 2-15 Virtual memory concepts

Swapping

Originally, UNIX systems used a technique called swapping to provide virtual
memory. In a swapping environment, entire process images are loaded into real
memory. Therefore, when a process is not needed in real memory (such as when
it is sleeping), its image is transferred out to a secondary storage device. This
secondary storage device is usually a disk partition known as the swap space.
This swap space provides a backing store that allows the system to appear to
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have more physical memory than it actually has. The drawback to swapping is its
slow mechanism, since the entire image of the process must be moved from real
memory to swap space and back.

Paging

A newer virtual memory management technique is paging. In a paging
environment, only the most popular pages of a process occupy memory at any
given time. A memory page is a small chunk of code or data that has a fixed size
throughout the system. For example, AIX Version 5 uses a 4 KB page size.

Like swapping, paging uses a secondary storage device, called the paging
space, for backing store. When available real memory space for pages becomes
scarce, the system moves the least popular (usually least-recently accessed)
pages out of memory to the paging space, making paging completely
independent of any process. Figure 2-15 shows how effective addresses are
mapped to either physical memory or paging space. This technique is important
when there is not enough physical memory to hold the program or data set.

There is also a hybrid approach to managing virtual memory. Paging is the
standard method. However, when real memory becomes overcommitted, the
system begins to swap processes. Usually, only sleeping processes are swapped
out. The swapped out processes must then be put back into real memory before
they can be made ready to run. This approach is used by AIX Version 5.

Performance considerations
When dealing with memory, a couple of issues arise:

» Thrashing: The system spends more time handling page ins and page outs
than performing computational tasks. Thrashing occurs when there is so
much demand on the real memory that it becomes over-committed. It is a
direct result of not having enough real memory to handle the workload.
Thrashing is often characterized by a sudden slowdown of system response
time and a large amount of disk activity.

» Running out of paging space: If not enough paging space is defined, it
causes the kernel to prevent new processes from starting. The SIGDANGER
signal is sent to most processes in alert. If the condition persists, the kernel
may be forced to terminate processes.

Consult the IBM @server pSeries Systems Handbook, SG24-5120, for the
various memory configurations and support options.
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2.4.6 Memory affinity

94

IBM POWER4 processor SMP hardware systems consist of MCMs connected by
an interconnect fabric. The system memory is attached to the MCMs. The
interconnect fabric allows processors in one MCM to access memory attached to
a different MCM. One attribute of this system design and interconnect fabric is
that memory attached to the local MCM has faster access and higher bandwidth
than memory attached to a remote MCM.

The objective is to offer improved performance to high performance computing
applications by backing the application's data in memory that is attached to the
MCM where the application is running. The MCM local memory affinity is only
available in SMP mode and not in partition mode.

To determine if the hardware topology is available on your system for memory
affinity, enter the following command:

#1srset —n sys

If the result of the command has several sys/node such as sys/node.01.00000,
sys/node.02.00001, then your system has the hardware topology for the memory
affinity. If the answer of the 1srset command contains one system/node, such as
sys/node.01.00000, then your system does not have the hardware topology to
benefit from the memory affinity. To support MCM local allocation for the memory
affinity, the Virtual Memory Manager (VMM) creates multiple memory vimpools.
This decision is made at system boot time. If memory affinity is turned on, a
vmpool is created for each affinity domain reported by the firmware. Otherwise a
single vmpool is used to manage all of system memory.

In AIX 5L Version 5.1 ML 5100-02, the MCM memory affinity support has a
global all or nothing vmtune parameter to turn on or turn off the MCM local
memory affinity. If enabled, all process and kernel space memory allocations use
MCM local memory affinity allocation. In Version 5.2, a new shell environment
variable MEMORY_AFFINITY=MCM is provided to request MCM local memory
affinity allocation for selected applications. The vmo (or vmtune) commands
continue to be used to enable MCM local memory affinity allocation. However,
using this command only enables the ability for a process to request MCM local
memory allocation. The MCM local memory allocation is used only when the
MEMORY_AFFINITY=MCM environment variable is specified.

You can enable the memory affinity on a AIX 5L Version 5.2 in two steps:

1. Make your system able to use the memory affinity. Run the following
sequence:

a. Execute the command:

vmo -p -0 memory_affinity=1
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b. Answer Yes to the prompt to Run bosboot now.
c. Reboot the system.

2. Upon reboot, set the MEMORY_AFFINITY=MCM variable to the environment
of each process that uses the memory affinity. Putting this environment
variable in the /etc/environment file enables the memory affinity for all the
processes of the system.

To remove the memory affinity of a process, you must unset the
MEMORY_AFFINITY variable. You no longer need to reboot with vmo (or vmtune)
changes.

To benefit from the memory affinity, we recommend that the processes that are
running are bound to the processors (it is possible to use wim for that). With
memory affinity, you can improve the performance for applications that have
processes or threads that initialize a memory array. In this case, for a
32-processor machine, you can have 32 threads bound uniquely to the 32
processors. Each thread operates on a unique, contiguous part of its own array.

2.4.7 Large page support

Large page support can improve performance or applications for several
reasons. For example, some applications that have a large amount of sequential
memory access, such as scientific applications, need to have the highest
memory bandwidth possible. Those applications are using memory prefetch to
minimize memory latencies. The prefetch starts every time a new page is
accessed and grows as the page continues to be sequentially accessed.
However, the prefetch must be restarted at page boundaries. This kind of
application often accesses user data sequentially, and accesses span 4 KB page
boundaries. These applications can realize a significant performance
improvement if larger pages are used for their data because this minimizes the
number of prefetch startups. The large page performance improvements are also
the result of reduced TLB misses due to the TLB being able to map a larger
virtual memory range.

AlX supports large page by both 32- and 64-bit applications and both the 32- and
64-bit versions of the AlX kernel support large pages.

The large pages are hardware dependant. On a pSeries 690, it is possible to
define a memory area of 16 MB pages. The size of the 16 MB pool is fixed at
boot time and cannot be changed without rebooting the system. Large pages are
only used for applications that explicitly request them. There is no need for a
large page memory pool if your applications do not request them. AIX treats
large pages as pinned memory and does not provide paging support for them.
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To define 100 pages of 16 MB each, use the following command:

# vmo -p -olgpg_regions=100 -olgpg_size=16777216

Setting 1gpg_size to 16777216 in nextboot file

Warning: bosboot must be called and the system rebooted for the lgpg size
change to take effect

Setting 1gpg_regions to 100 in nextboot file

Warning: bosboot must be called and the system rebooted for the 1gpg_regions
change to take effect

Run boshoot now? [y/n] y

bosboot: Boot image is 17172 512 byte blocks.
#

Then reboot the system.

It is also possible to use the large page for the shared memory. To do that with a
permanent change to the system tuning parameters, run the following command:

# vmo -pov_pinshm=1
Setting v_pinshm to 1 in nextboot file
Setting v_pinshm to 1

AlX provides a security mechanism to control use of large page physical memory
by non-root users. The security mechanism prevents unauthorized users from
using the large page pool, preventing its use by the intended users or
applications. Non-root user IDs must have a CAP_BYPASS_RAC_VMM
capability in order to use large pages. A system administrator can grant this
capability to a user ID by using the chuser command. The following command
grants the ability to use large pages to user ID Ipguserid:

chuser capabilities=CAP_BYPASS_RAC_VMM,CAP_PROPAGATE Tpguserid

Both large page data and large page shared memory segments are controlled by
this capability.

The applications can run into two different modes:

» Advisory mode: In this mode, some of an application’s heap segments may
be backed by large pages and some may be backed by 4 KB pages. These
pages are used to back segments when not enough large pages are available
to back the segment. Executable programs marked to use large pages use
large pages in advisory mode.

» Mandatory mode: In this mode, an application is terminated if it requests a
heap segment and there are not enough large pages to satisfy the request.
Clients who use the mandatory mode must monitor the size of the large page
pool and ensure it does not run out of large pages. Otherwise, their
mandatory large page mode applications fail.
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There are two ways to request an application's data segments to be backed by
large pages.

The executable file can be marked to request large pages. The XCOFF header in
an executable file contains a new flag to indicate that the program wants to use
large pages to back its data and heap segments. This flag can be set when the
application is linked by specifying the -blpdata option on the 1d command. The
flag can also be set or cleared using the 1dedit command. The 1dedit -blpdata
filename command sets the large page data flag in the specified file. The 1dedit
-bnolpdata filename command clears the large page flag.

An environment variable can be set to request large pages. An environment
variable is provided to allow users to indicate that they want an application to use
large pages for data and heap segments. The environment variable takes
precedence over the executable large page flag. Large page usage is provided
as the LDR_CNTRL environment variable, which may be:

» LDR_CNTRL=LARGE_PAGE_DATA=Y

This variable specifies that the program uses large pages for its data and
heap segments. This is the same as marking the executable to use large
pages.

» LDR_CNTRL=LARGE_PAGE_DATA=N
This variable specifies that the program does not use large pages for its data

and heap segments. This overrides the setting in a executable marked to use
large pages.

» LDR_CNTRL=LARGE_PAGE_DATA=M

This variable specifies that the program uses large pages in a mandatory
mode for its data and heap segments.

Important: Only some specific applications take advantage of the memory
affinity or large pages. For other applications, enabling the memory affinity or
large pages support can degrade the system performance.

2.5 Input/output

So far, we reviewed notions dealing with the internals of a processor, cache, and
memory management. Another performance-related factor that we need to
consider is the I/0 bus and its devices.

The number and types of I/O devices are not fixed on most systems, enabling the
system administrator to tailor systems to their needs. The major problem with 1/0
devices is that they create a communication bottleneck which limits the maximum
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throughput of data. The best or even the worst I/0O subsystem cannot be

measured by the performance equation shown in Figure 2-7 on page 72, which
by definition ignores I/0. Therefore, it is necessary to pay close attention to the
types of I/O devices that can be attached and configured into a pSeries system.

Figure 2-16 shows a simplified system architecture that focuses on the types of
buses found in computer systems.
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| Bus Cache

CPU-Memory Bus

A

v v

Memory I/0
Controller Bridge
y A
v
1/0 Bus
Main A A A
Memory v v v
1/0 1/0 110
Controller Controller Controller

: :

Disk | | Disk Graphics
Display

Figure 2-16 Simplified system architecture with focus on buses

2.5.1 Peripheral Component Interconnect

The I/O bus that is typically found in most computer systems today and shown in
Figure 2-16 is the PCI bus.

The PCI local bus specification was developed by the PCI Special Interest Group
(PCI-SIG), led by a group of companies including Compagq, IBM, Intel®, Digital,
and NCR. Introduced in 1992, the PCI bus architecture quickly gained
widespread industry acceptance.
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The goal was to provide a common system-board bus that could be used in
personal computers, from mobile computers to servers. It was envisioned as a
local system board bus that would serve as a common design point, supporting
different system processors as the various processors evolved over time. This is
much like operating systems that have defined application programming
interfaces (APIs) so that applications need not change with each generation of
the operating system. The PCI local bus would serve as a common hardware
interface that would not change with different versions of microprocessors.

The group defined PCI to support the high-performance basic system I/O
devices, such as the graphics adapter, hard disk controller, LAN adapter, or all
three. In the original definition, these were mounted on the planar and
communicated through the PCI bus. Current I/O buses (Instruction Set
Architecture (ISA), EISA, and Micro Channel®) are used to attach various
features to configure the system for the desired use. The first release of PCI
specification became available in June 1992.

The PCI SIG soon realized that the PCI bus needed the capability to support
connectors. For example, display controller evolution doesn’t necessarily match
planar development. Therefore, providing for an upgrade of the display controller
became a requirement. The next release of the PCI specification (Version 2.0 in
April of 1993) included upgrade capability through expansion connectors.

The original design for the PCI bus was to move high bandwidth peripherals
closer to the processor for performance gains. This need for more bandwidth
compelled system vendors to find ways to increase the throughput of the PCI bus
and the system.

The PCI bus is a clock-synchronous bus that runs at up to 33 MHz for standard
operations. It can transfer either 32-bit or 64-bit data. This yields a peak local bus
performance of 132 MB/s for 32-bit transfer and 264 MB/s for 64-bit transfer at a
clock speed of 33 MHz. PCI allows low-latency random access, so that at

33 MHz, as little as 60 nanoseconds are required for a master on the bus to
access a slave register.

On 11 September 1998, the PCI SIG announced that Compaq, Hewlett-Packard,
and IBM submitted a new specification for review called PCI-X. The proposed
standard allows for increases in PCI bus speed up to 133 MHz. It also includes
suggested changes in the PCI communications protocol affecting data transfer
rates and electrical timing requirements. The PCI-SIG has approved the
formation of a working group to review the proposal.
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Refer to the following books for further information about PClI:

» PCI Hardware and Software by Edward Solari and George Willse
» PCI System Architecture by Tom Shanley, Don Anderson, and MindShare
» PCI-X System Architecture by Tom Shanley and MindShare

PCI features and benefits
The PCI bus architecture has many advantages involving:

High data transfer speed
Processor independence
Cross-platform compatibility
Plug and play

Investment protection

vVvyyvyyvyy

High data transfer speed
The high-speed data transfer is implemented by the following functions:

» Buffering and asynchronous data transfer

The PCI chip can support the processing and buffering of data and
commands sent from the processor or peripherals in case the peripheral or
processor is not yet ready to receive the information.

» Burst mode transfer

Variable length linear or toggle mode bursting for both reads and writes
improves write-dependant graphics performance.

» Caching

To reduce the access time, the PCI bus architecture supports caching of
frequently used data.

» Direct Memory Access (DMA)

The DMA function is used to enable peripheral units to read from and write to
memory without sending a memory request to the processor. This function is
useful for peripherals that need to receive large amounts of data, such as
video adapters, hard disks, and network adapters.

Processor independence

Processor independence allows manufacturers to implement PCI buses on any
computer. Any PCl-compliant peripheral works on any PCIl-compliant bus
implementation.

Cross-platform compatibility

The key to cross-platform compatibility is processor independence. Until PCI,
different systems used different buses, such as ISA, EISA, NuBus, and so on.
Now, different systems can use one bus.
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Multibus support

An important aspect to PCl-based system architecture is support for multiple PCI
buses, operating transparently to existing software.

Plug and play

PCI peripherals, following the PCI standard, load the appropriate set of
installation, configuration, and booting information to the host processor without
user intervention. This provides a greater ease of use for the system integrator or
end user.

Investment protection
The PCI bus is designed for 64-bit addressing support.

References
For additional information, see the following Redbooks:

» Understanding IBM @server pSeries Performance and Sizing, SG24-4810
» |IBM @server pSeries Systems Handbook, SG24-5120

2.5.2 PCI-X

PCI-X is backward compatible with PCI and provides many enhancements over
the traditional PCI specification. For example, the highest speed that PCI may
operate at is 66.66 MHz. A PCI-X bus can operate at a range from 50 MHz up to
133.33 MHz. For more information about PCI-X, consult PCI-X System
Architecture by Tom Shanley and MindShare, Inc.

2.6 Storage architectures

IBM first introduced the data storage device in 1956. Since then, there has been
remarkable progress in hard disk drive (HDD) technology. This has provided the
fertile ground on which the entire industry of storage systems has been built.
Storage systems are built by taking the raw storage capability of a storage device
such as the hard disk drive and by adding layers of hardware and software in
order to obtain a system that is highly reliable, high performance, and easily
manageable. The chart shown in Figure 2-17 came from the article “The
evolution of storage systems” published by IBM Systems Journal. It shows the
evolution of storage systems and how HDD storage density improved.
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Figure 2-17 HDD storage density is improving
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Figure 2-18 shows how the cost of managing storage now dominates the total
cost of a storage system. This means that the value to the client of a storage
system now resides in its ability to increase function beyond what is provided in
the bare HDD. It specifically resides in its ability to lower management costs and
provide greater assurances as to the availability of data (for example, through
backup and replication services).

This section describes the current storage solutions available for the most
popular platforms in the market. Disk storage solutions, which require high
performance from entry level to enterprise level are found in this chapter. We
classify all architectures regarding disk storage systems in the marketplace,

specifically:

» Directly-attached disk storage (DAS)
» Network-attached disk storage (NAS)
» SAN-attached disk storage (SAN)

To understand which storage architecture to select for which environment, it is
necessary to understand the differences between them, as well as the strengths

and weaknesses of each.
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Figure 2-18 Storage administration costs

2.6.1 Direct access storage

Direct access storage is the original and basic method of storage attachment.
Storage devices are attached by cable directly to the server. In PC
configurations, the storage is usually integrated in the same cabinet as the
processor. In mainframe and large open servers, the storage is typically located
in a separate unit some distance (meters) from the host. In the open systems
environment, the cable is known as an I/O bus attaching to specialized bus
adapters on the host and the device. In the mainframe arena, it is called an /0
channel. Each server effectively “owns” its own storage devices. I/O requests
access devices directly. This topology was designed initially for efficiency and
high performance. Sharing data between systems was not initially anticipated.

The simplest configuration is a single disk or single tape drive attached to a
single processor. Disk subsystems normally contain multiple disk drives. These
may be configured as separate and independent disks, typically called a JBOD,
or “just a bunch of disks”.
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Many subsystems are configured, by default, or optionally, as fault tolerant arrays
of disks. These are known as Redundant Arrays of Independent Disks (RAID).
Several RAID topologies, or methods, are available. For those of you who are not
familiar with RAID terminology, or who want a refresher on the current RAID
types supported by IBM announced storage systems, we include an overview of
RAID in 2.6.4, “RAID” on page 122.

Some disk systems allow the aggregate capacity of the subsystem to be
subdivided into “partitions”. Partitions can be assigned to different processors, as
shown in Figure 2-19. Such subsystems as the IBM Enterprise Storage Server
(ESS) may allow partitions to be reassigned manually from one processor to
another. Each processor only sees its own storage capacity. This is essentially
still a direct access storage approach.

e —
. —> Private Disk
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4 >
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R
Free space available for
Server C _dynamic allocation

Figure 2-19 DAS implementation

Direct access storage media and protocols

The storage is physically connected to the processor by means of industry
standard media in the form of cables. Media is managed by a low-level protocol
(set of rules) unique to itself, regardless of the attached devices. The protocol
provides the rules for exchanging information between devices, specifying the
format and sequence of electronic messages. The most commonly used types of
media and protocols for directly attaching storage and processors are:
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» SCSI
» Fibre Channel (FC)
» Serial Storage Architecture (SSA)

SCSI

The parallel SCSI I/O bus, with its roots in the early 1980s, is the most commonly
used interconnect media in open systems. An I/O bus is also known as a
transport medium. As its name indicates, SCSI was designed for the PC and
small computer environment. SCSI provides a high performance and reliable
channel for data between servers and storage. Typical bandwidths range from
40 MB/s (Ultra SCSI), to 80 MB/s (Ultra2 SCSI), and 160 MB/s (Ultra160 SCSI).
A parallel SCSI bus, using copper cable media, has a number of well-known
limitations on scalability, connectivity, and distance (maximum of 25 meters), due
to its use of parallel data transfers over eight or 16 data lines within the physical
cable.

In addition to being a physical transport, SCSI is also a protocol. It specifies
commands and controls for reading and writing blocks of data between the host
and the attached disk devices. SCSI commands are issued by the host operating
system in response to user requests for data. For instance, a SCSI I/0 command
may tell a disk device to return data from a specific location on the disk drive, or
tell a tape library to mount a specific cartridge. The SCSI bus media is connected
to the host server by a SCSI bus adapter (SBA). The SBA carries out much of the
protocol mapping to disk with specialized firmware, optimizing performance of
the data transfer. Some operating systems, such as Microsoft Windows NT®,
treat all attached peripherals as SCSI devices and issue SCSI commands to deal
with all I/O operations.

SCSl is a “block-level” protocol, called block 1/0, since SCSI I/O commands
define specific block addresses (sectors) on the surface of a particular disk drive.
With SCSI protocols (block 1/0), the physical disk volumes are visible to the
servers that attach to them.

Note: Throughout this book, we assume the use of SCSI protocols when we
refer to directly attached storage.

The distance limitations of parallel SCSI are addressed with the development of
serial SCSI-3 protocols. These allow SCSI commands to be issued over different
types of loop and network media, including Fibre Channel, SSA, and more
recently IP Networks. Instead of being sent as a group of bits in parallel, on
separate strands of wire within a cable, serial SCSI transports carry the signal as
a stream of bits, one after the other, along a single strand of media.
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Fibre Channel

Fibre Channel is an open, technical standard for networking. It combines many of
the data characteristics of an I/O bus, with the added benefits of the flexible
connectivity and distance characteristics of a network. Fibre Channel uses
serialized data transmission over either copper (for short distances up to 25
meters) or fiber optic media (for distances up to 10 kilometers). IBM devices only
support the use of fiber optic media.

Storage devices may be directly attached to Fibre Channel enabled servers by
means of point-to-point topology. They attach to a server’s host bus adapter
(HBA).

Note: The name host bus adapter is similar in name to the SCSI bus adapter.
It clearly indicates that the Fibre Channel attachment is a “bus-like”
attachment, using hardware assisted storage protocols. Like a SCSI bus, they
communicate with the attached storage device by means of SCSI block I/O.

Devices attached in this Fibre Channel point-to-point topology are, in effect,
attached to a network comprising only two nodes. Because of its channel-like
(bus) qualities, hosts and applications see storage devices as though they are
locally attached storage.

Fibre Channel supports a number of low level storage protocols. When
implemented with the SCSI command set, the low-level protocol is known as
Fibre Channel Protocol (FCP). Bandwidth capability is 100 MB/s using full duplex
with higher rates becoming available over time.

SSA

SSA is a powerful high performance serial interface. It was designed specifically
for low-cost, high-performance connection to disk drives, optical drives,
CD-ROMs, tape drives, printers, scanners, and other peripherals to personal
computers, workstations, servers, and storage subsystems. It is the only serial
interface that was designed from the outset to meet the requirements of a wide
range of 1/O devices.

SSA offers superior performance. Its fundamental building block is a single port
capable of carrying on two 40 MB/sec. conversations at one time: one inbound
and one outbound. An SSA connection consists of two ports capable of carrying
on four simultaneous conversations, for a total bandwidth of 160 MB/sec.

SSA’s dual-port, full-duplex architecture allows peripherals to be connected in

configurations with no single point of failure. Because multiple paths are inherent
in the design, increased fault tolerance is far easier to implement. SSA provides
hot plugging and automatic configuration when nodes are added or deleted. For
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configuration flexibility, SSA nodes can be up to 25 meters apart using low-cost
shielded twisted pair.

Direct access storage uses block I/0

Application programs and databases generate 1/O requests, which culminate in
data being read from, or written to, the physical storage device. I/O requests to
directly attached storage, or to storage on a SAN, communicate in block I/Os.
This is because the read and write I/O commands identify a specific device (disk
drive or tape drive). In the case of disks, specific block (sector) locations on the
disk are identified within the 1/0 request.

In the case of I/Os to disks using SCSI protocols, the application may use
generalized file system services. These manage the organization of the data
onto the storage device via the device driver software. In the UNIX world, this
file-level 1/O is called cooked 1/0. However, many databases and certain
specialized I/O processes generate record-oriented I/O direct to the disk via the
device driver. UNIX fans call this raw I/O.

There is a fundamental characteristic of direct access storage (unlike some
network storage devices). That is, regardless of whether the application uses
cooked I/O or raw 1/O (that is, file system or block access), all I/O operations to
the device are translated to SCSI protocol blocks. That means they are formatted
in the server by the database application, or by the operating system, into blocks
which reflect the address and structure of the data on the physical disk device.

These blocks are moved on the I/O bus to the disk device, where they are
mapped via a block table to the correct sector on the media (in mainframe
parlance, this is called channel 1/0). Block I/O is illustrated in Figure 2-20.

IP Network

Application
Server
Block I/O
SCSiI Protocol
_onT/he application makes a file I/0O request to a file systemin

the server, which initiates block I/O requests to the disk.

OR
¢ The application initiates raw block 1/O requests to the disk.

Figure 2-20 Direct access storage example
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Benefits of direct access storage
In summary, the benefits of direct access storage attachment are:

» Simplicity of connection

The cabling is either integrated in the cabinet with the server, or it is a simple
point-to-point connection, often over short distances. Storage administrative
skills required for installation are low.

» Low acquisition cost

SCSI bus cable costs are generally relatively low. Logistical planning and
administrative overheads are kept to a minimum. Fibre Channel point-to-point
connection costs are likely to be higher owing to the need for specialized
HBAs and extended distances using fiber optic cables.

» High performance

The interconnection is designed for storage, and has a significant amount of
hardware assistance to minimize software overheads. Direct access storage
uses a storage protocol, such as SCSI block I/O, so performance is optimized
for all types of applications.

» General purpose solution

Since the direct access storage solution is optimized for all types of storage
processing, the investment in direct access storage can be applied to most
applications. This gives good flexibility during the life of the acquisition.

Other direct access storage considerations
Direct access storage connections have several constraints:

» Limited scalability

The disk device can scale to a set maximum capacity. Bus connections
normally and strictly limit the distance at which storage devices can be
positioned from the server (maximum of 25 meters for parallel SCSI bus).
They also limit the number of devices which can be attached to the bus (for
example, a maximum of 15 on a parallel SCSI bus).

» Dedicated connectivity

This is often at a short distance. It prohibits the ability to share capacity
resources with other servers. However, this limitation is mitigated in storage
systems, such as the IBM TotalStorage Enterprise Storage Server (ESS). The
ESS allows the connection of multiple servers, each attached to its own
dedicated partition. SSA and FC point-to-point connections may also relieve
distance limitations.
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» Function

In many cases, low-cost disk systems attached to distributed clients and
servers have limited function when compared to consolidated storage
systems, which usually offer advanced capabilities such as RAID and
enhanced copy services.

» Backup and data protection

Backup must be done to a server-attached tape device. This may lead to
additional costs in acquiring multiple small tape devices. These may be
acquired more for reasons of low cost rather than for quality and reliability
associated with departmental or enterprise class devices. Individual users of
direct access storage may apply inconsistent, or even non-existent, backup
policies, leading to greater recovery costs in the event of errors or hardware
failures.

» Total cost of ownership

Storage resources attached to individual servers are frequently and
inefficiently used. Capacity that is available to one server is not available to
other servers, unless the disk system allows attachment of multiple servers
and partitioning. Storage administration costs are increased because the
number of GBs an individual can manage in a distributed storage
environment is substantially less than for consolidated storage such as NAS
solutions.

2.6.2 Storage area networks

A SAN is a specialized, dedicated high speed network. Servers and storage
devices may attach to the SAN. It is sometimes called “the network behind the
servers.” Like a LAN, a SAN allows any-to-any connections across the network,
using interconnect elements such as routers, gateways, hubs, and switches.
Fibre Channel is the de facto SAN networking architecture, although other
network standards can be used.

Overview of Fibre Channel storage networks

Fibre Channel is an open, technical standard for networking. It incorporates the
data delivery (OSI Transport layer) characteristics of an 1/0O bus with the flexible
connectivity and distance characteristics of a network. One of the fundamental
differences of SAN-attached storage, compared to NAS, is that SAN storage
systems typically attach directly to the network by means of HBAs. NAS requires
a front-end server as part of the appliance, which attaches to the LAN by means
of a Network Interface Card (NIC).

A SAN eliminates the traditional dedicated connection between a server and
direct access storage. Individual servers no longer own and manage the storage
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devices. Restrictions to the amount of data that a server can access is also
minimized. Instead, a SAN enables many heterogeneous servers to share a
common storage “utility”. This utility may comprise many storage devices,
including disk, tape, and optical storage. It may be located many kilometers from
the servers which use it. Therefore, SAN-attached storage has the potential to be
highly scalable relative to a typical NAS device.

Because of its channel, or bus-like, qualities, hosts and applications see storage
devices attached to the SAN as though they are locally attached storage. With its
network characteristics, it can support multiple protocols and a broad range of
devices. It can also be managed as a network.

Fibre Channel is a multi-layered network, based on a series of American National
Standards Institute (ANSI) standards. These standards define characteristics
and functions for moving data across the network. Like other networks,
information is sent in structured packets or frames, and data is serialized before
transmission. Unlike other networks, the Fibre Channel architecture includes a
significant amount of hardware processing. This is oriented to storage block 1/0
protocols, such as serial SCSI (known as FCP). Therefore, a SAN is capable of
delivering high performance relative to an NAS device, which is optimized for
network file /0. The speed currently achieved is 100 MB/s full duplex, with

200 MB/s soon to be delivered.

Measured effective data rates of Fibre Channel have been demonstrated in the
range of 60 to 80 MB/s over the 1 Gb/s implementation. This compares to less
than 30 MB/s measured over Gigabit Ethernet. The packet size of Fibre Channel
is 2,112 bytes (rather larger than some other network protocols). For instance, an
IP packet is 1,518 bytes, although normally IP transfers are much smaller. For
Fibre Channel, a maximum transfer unit sequence of up to 64 frames can be
defined. It can allow transfers of up to 128 MB without incurring additional
overhead due to processor interrupts. Today Fibre Channel is unsurpassed for
efficiency and high performance in moving large amounts of data.

Transmission is defined in the Fibre Channel standards across three transport
topologies:

» Point-to-point: This is a bi-directional, dedicated interconnection between
two nodes. This delivers a topology similar to direct-attached storage, but with
the added benefits of longer distance and reuse of the disks to a different
server or even vendor of the future.

» Arbitrated loop (AL): This is a uni-directional ring topology, similar to a
token-ring, supporting up to 126 interconnected nodes. Each node passes
data to the next node in the loop, until the data reaches the target node. All
nodes share the 100 MB/s bandwidth. Devices must arbitrate for access to
the loop. FC-AL is suitable for small SAN configurations or SANIlets.
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Switched fabric: This describes an intelligent switching infrastructure which
delivers data from any source to any destination. Each node can use the full
100 MB/s bandwidth. Each logical connection receives dedicated bandwidth,
so the overall bandwidth is multiplied by the number of connections. Complex
fabrics must be managed by software that can exploit SAN management
functions which are built into the fabric.

A mix of these three topologies can be implemented to meet specific needs.

SAN supports the following direct, high-speed transfers:

>

Server-to-storage: This is similar to a direct-attached storage connection to
a server. The SAN advantage, as with an NAS appliance, is that the same
storage device may be accessed serially or concurrently by multiple servers.

Server-to-server: This is high-speed communications between servers.

Storage-to-storage: Outboard data movement means data can be moved
with limited server intervention. Examples include a disk device moving data
directly to a tape device, or remote device mirroring across the SAN.

Fibre Channel combines the characteristic strengths of traditional 1/0 channels
with those of computer networks, in the following specifics:

>

High performance for large data transfers by using storage transport protocols
and extensive hardware assists

Serial data transmission
A physical interface with a low error rate definition

Reliable transmission of data with the ability to guarantee or confirm error free
delivery of the data

Packaging data in packets (frames in Fibre Channel terminology)

Flexibility in terms of the types of information which can be transported in
frames (such as data, video, and audio)

Use of existing device-oriented command sets, such as SCSI

A vast expansion in the number of devices which can be addressed when
compared to traditional I/O interfaces

This high degree of flexibility, availability, and scalability, over long distances
make the Fibre Channel architecture attractive as the basis for new enterprise
storage infrastructures. This attraction is also due to the broad acceptance of
Fibre Channel standards by vendors throughout the IT industry.
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Fibre Channel SANs using block I/O

A SAN is similar to direct access storage to the extent that it is constructed from
hardware and software storage interfaces. Fibre Channel uses serial SCSI-3
lower-level protocols which use block 1/0 access like a SCSI bus. Host-based file
systems, database I/0O management, or both are used, as with direct-attached
storage. All I/Os across the SAN are block 1/Os (see Figure 2-21). The
conversion to blocks takes place in the client or server platform, before
transmission of the I/O request over the network to the target storage device.

IP Network

e /'/“\\Application

~ \ Server
/ Block 1/10 A
(K Fibre Channel Protocol |

‘ —{The application makes a file 1/0O request to a file system in the
OR server, which initiates block I/O requests to a SAN-attached disk.

® The application initiates raw block I/O requests to a SAN-attached
disk.

Figure 2-21 SAN example

Benefits of using SANs

Today’s business environment creates many challenges for the enterprise IT
planner. SANs can provide solutions to many of their operational problems.
Among the benefits of implementing SANs are:

» Storage consolidation

By enabling storage capacity to be connected to servers at a greater distance,
and by disconnecting storage resource management from individual hosts, a
SAN enables disk storage capacity to be consolidated. The results can be
lower overall costs through better utilization of the storage, lower
management costs, increased flexibility, and increased control.

» Data sharing

The term data sharing is used somewhat loosely by users and some vendors.
It is sometimes interpreted to mean the replication of files (File Transfer
Protocol (FTP)-like). This enables two or more users or applications, possibly
running on different host platforms, concurrently to use separate copies of the
data. A SAN can minimize the creation of such duplicate copies of data by
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enabling storage consolidation. Data duplication is also eased by using
advanced copy services techniques found on enterprise class storage
subsystems, such as remote mirroring and FlashCopy® on the ESS.

Data sharing can also be used to describe multiple users accessing a single
copy of a file. This is the role for which an NAS appliance is optimized.

By enabling high-speed (100 MB/s) data sharing, the SAN solution may
reduce traffic on the LAN and cut the cost of extra hardware required to store
duplicate copies of data. It also enhances the ability to implement cross
enterprise applications, such as e-business, which may be inhibited when
multiple data copies are stored.

Non-disruptive scalability for growth

A finite amount of disk storage can be connected physically to an individual
server. With a SAN, new capacity can be added as required, without
disrupting ongoing operations. SANs enable disk storage to be scaled
independently of servers.

Improved backup and recovery

With data doubling every year, what effect does this have on the backup
window? Backup to tape and recovery operations can increase LAN
overhead.

— Tape pooling: SANs allow for greater connectivity of tape drives and tape
libraries, especially at greater distances. Tape pooling is the ability for
more than one server to logically share tape drives within an automated
library.

— LAN-free and server-free data movement: Backup using the LAN may
cause high traffic volumes, which may be disruptive to normal application
access to the network. SANs can minimize the movement of backup and
recovery data across the LAN. The IBM Tivoli software solution for
LAN-free and server-free backup offers the capability for clients to move
data directly to tape using the SAN.

High performance

Many applications benefit from the more efficient transport mechanism of
Fibre Channel. Most of the elements of FCP are implemented in hardware to
increase performance and efficiency.

High availability server clustering

Reliable and continuous access to information is an essential prerequisite in
any business. Server and software vendors developed high availability
solutions based on clusters of servers. SCSI cabling tends to limit clusters to
no more than two servers. A Fibre Channel SAN allows clusters to scale to 4,
8, 16, and even to 100 or more servers, as required, to provide large shared
data configurations.
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Data integrity

In Fibre Channel SANSs, the class of service setting, such as Class 2,
guarantees delivery of frames. Sequence checking and acknowledgement is
handled in the hardware, without incurring additional overhead. This
compares to IP networks, where frames may be dropped in the event of
network congestion, causing problems for data-intensive applications.

Disaster recovery

Sophisticated functions, such as Peer-to-Peer Remote Copy (PPRC)
services, address the need for secure and rapid recovery of data in the event
of a disaster. A SAN implementation allows multiple open servers to benefit
from this type of disaster protection. The servers may be located at campus
and metropolitan distances (up to between 10 km and 20 km) from the disk
array which holds the primary copy of the data. The secondary site, holding
the mirror image of the data, may be located up to a further 100 km from the
primary site.

Selection of “best-of-breed” storage

A SAN enables storage purchase decisions to be made independently of the
server. Buyers are free to choose the best-of-breed solution to meet their
performance, function, and cost needs. Large capacity external disk arrays
may provide an extensive selection of advanced functions.

Client/server backup solutions often include attachment of low capacity tape
drives to individual servers. This introduces a significant administrative
overhead since users often have to control the backup and recovery
processes manually. A SAN allows the alternative strategy of sharing fewer,
highly reliable, centralized tape solutions, (such as IBM Magstar® and Linear
Tape Open solutions), between multiple users and departments.

Ease of data migration

When using a SAN, data can be moved non-disruptively from one storage
subsystem to another, bypassing the server. Eliminating the use of server
cycles may greatly ease the migration of data from old devices when
introducing new technology.

Reduced TCO

Consolidation of storage in a SAN can reduce wasteful fragmentation of
storage attached to multiple servers. A single, consistent data and storage
resource management solution can be implemented. This can reduce costs of
software and human resources for storage management compared to
distributed direct-attached storage systems.
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» Storage resources match e-business enterprise needs

By eliminating islands of information, and introducing an integrated storage
infrastructure, SAN solutions can be designed to match the strategic needs of
today’s e-business.

Other SAN considerations

There are pros and cons to most decisions. You must consider the following
issues, as well as others, when making a SAN investment.

» Costs

SAN entails installation of a new, dedicated Fibre Channel network
infrastructure. The cost of the fabric components, such as Fibre Channel
HBAs, hubs, and switches, is an important consideration. Today these costs
are significantly higher than the equivalent Ethernet connections and fabric
components. An additional cost is the IT personnel, who may demand higher
salaries due to their specialized Fibre Channel knowledge.

» Inter-operability

Unlike Ethernet LANs, which have been implemented for more than fifteen
years, Fibre Channel is still relatively early in its development cycle. Several
important industry standards are in place, while others have yet to be agreed
upon. This has implications for ease of interoperability between different
vendors’ hardware and software. This may cause added complexity to the
implementation of multivendor, heterogeneous SANs. However, this issue is
gradually going away over time owing to industry-wide efforts in
interoperability testing and cooperation on development of standards.

» Storage wide area networks (SWAN)

Today Fibre Channel protocol SANs are mostly restricted in scope to the size
of a LAN, due to the limited distances (10 kilometers) supported by the Fibre
Channel architecture. This has implications when considering the
interconnection of multiple SANs into a SWAN. Such interconnections require
protocol conversions to other transport technologies, such as asynchronous
transfer mode (ATM) or TCP/IP, and the costs are high. Future
implementations of FCP are expected to enable SANs to network across
wider domains than a LAN. lt is likely to be years before this is available.

» Skills

Due to Fibre Channel’s introduction and explosive growth (started to take off
only in 1998), people with the necessary skills are still relatively scarce.
Employment of new staff with appropriate experience may be difficult or
costly. It is often necessary to invest in extensive education of your own staff
or use external services (such as IBM Global Services), which have
developed the necessary skills and have wide experience with SAN
implementations.
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» Lack of reach

To extend access to the SAN requires installation of a Fibre Channel connect
for each server. This configuration increases TCO.

SAN sizing considerations
These are some considerations that you must make for your SAN sizing:

» The storage elements that include your tape drives and libraries, disk storage,
optical storage, and intelligent storage servers (defined as storage
subsystem, each having a storage control processor, cache storage, and
cache management algorithms): You need to identify how many of this
storage elements you will place in your SAN environment.

» The SAN fabric is built from interconnecting elements such as FC hubs, FC
switches, routers, bridges, and gateways. These components transfer Fibre
Channel packets from server to storage, server to server, and storage to
storage, depending on the configurations supported and the functions used.
After you identify how many storage elements you want put in your SAN
environment, your IBM representative must assist you with the latest FC
switches, routers, bridges, and gateways that you will need. Remember
there’s no such thing as “one size fits all’.

» The server that wants to be connected to the fabric: Applications want to take
advantage of the SAN’s benefit. [dentify how many servers you need to place
in SAN environment. This help you determine how many Fibre Channel cards
you need and the kind of SAN fabric you will use.

» In software, there are two kinds of software management applications:

— Fabric management applications used to configure, manage, and control
the SAN fabric

— Applications that exploit the SAN functions to bring business benefits such
as improved backup or recovery and remote mirroring

» You need to plan for your future growth.
After you identify how many storage elements (SAN fabric, server, and software)

you need, you can size your SAN environment.

2.6.3 Network-attached storage

Storage systems that optimize the concept of file sharing across the network use
NAS. NAS solutions use the mature Ethernet IP network technology of the LAN.
Data is sent to and from NAS devices over the LAN using TCP/IP.

By making storage systems LAN addressable, the storage is freed from its direct
attachment to a specific server. Any-to-any connectivity is facilitated using the
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LAN fabric. In principle, any user running any operating system can access files
on the remote storage device. This is done by means of a common network
access protocol, for example, Network File System (NFS) for UNIX servers and
CIFS for Windows servers. In addition, a task, such as backup to tape, can be
performed across the LAN using such software as IBM Tivoli Storage Manager
(TSM). This enables the sharing of expensive hardware resources (for example,
automated tape libraries) between multiple servers.

A storage device cannot just attach to a LAN. It needs intelligence to manage the
transfer and the organization of data on the device. The intelligence is provided
by a dedicated server to which the common storage is attached. It is important to
understand this concept. NAS comprises a server, an operating system, and
storage which is shared across the network by many other servers and clients. A
NAS is a specialized server or appliance, rather than a network infrastructure,
and shared storage is attached to the NAS server.

The NAS system “exports” its file system to clients, which access the NAS
storage resources over the LAN.

File servers

NAS solutions have evolved over time, beginning in the mid 1990s. Early NAS
implementations used a standard UNIX or Windows NT server with NFS or CIFS
software to operate as a remote file server. Clients and other application servers
access the files stored on the remote file server as though the files are located on
their local disks. The location of the file is transparent to the user. Several
hundred users could work on information stored on the file server, each one
unaware that the data is located on another system.

The file server has to manage 1/O requests accurately, queuing as necessary,
fulfilling the request, and returning the information to the correct client. The NAS
server handles all aspects of security and lock management. If one user has the
file open for updating, no one else can update the file until it is released. The file
server keeps track of connected clients by means of their network IDs,
addresses, and so on.

Network appliances

Later developments use application specific, specialized thin server
configurations with customized operating systems. These operating systems
usually comprise a stripped down UNIX kernel, reduced Linux operating system,
or a specialized Windows 2000 kernel, as with the IBM NAS appliances
described in this book. In these reduced operating systems, many of the server
operating system functions are not supported. It is likely that many lines of
operating system code were removed. The objective is to improve performance
and reduce costs by eliminating unnecessary functions normally found in the
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standard hardware and software. Some NAS implementations also employ
specialized data mover engines and separate interface processors in efforts to
further boost performance.

These specialized file servers with reduced operating system are typically known
as appliances, describing the concept of an application-specific system. The
term appliance, taken from household electrical devices, is the idea of a
specialized plug-and-play, application-specific tool, such as a coffee maker or a
toaster. Indeed, specialized NAS appliances, such as the IBM TotalStorage NAS
solutions, come with preconfigured software and hardware and without a monitor
or keyboard for user access. This is commonly termed a headless system. A
storage administrator can access the device and manage the disk resources
from a remote console.

A typical characteristic of an NAS appliance is its ability to be installed rapidly,
with minimal time and effort to configure the system, and to integrate it into the
network. This plug-and-play approach makes NAS appliances especially
attractive when lack of time and skills are elements in the decision process.

A NAS appliance is an easy-to-use device. It is designed for a specific function,
such as serving files to be shared among multiple servers, and performs this task
well. It is important to recognize this when selecting an NAS solution since it is
not a general purpose server. It should not be used (due to its reduced operating
system, probably cannot be used) for general purpose server tasks. But it
provides a good solution for appropriately selected shared storage applications.

The IBM 3466 Network Storage Manager (NSM) is an integrated appliance that
provides backup, archive, storage management, and disaster recovery of data
stored in a network computing environment. The NSM integrates Tivoli Storage
Manager server functions with a rack mounted pSeries, SSA disk storage,
network communications. It links to automated tape libraries. NSM manages
clients’ data, providing easily installed, centrally administered storage
management services in a distributed network environment.

The IBM 3466 NSM is an example of a specialized, plug-and-play IBM
network-attached appliance. It requires limited administrator skills to implement a
comprehensive data backup and protection solution. Since the focus of this book
is on recently announced NAS disk storage, we do not include further details
about the IBM 3466. For more information about this powerful backup/restore
product, see A Practical Guide to Network Storage Manager, SG24-2242.

NAS appliances using file I/O

A key difference in an NAS appliance, compared to direct access storage or
other network storage solutions such as SAN or iSCSI, is that all client 1/0
operations to the NAS use file-level I/O protocols. File I/O is a high-level type of
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request that, in essence, specifies only the file to be accessed. It does not
directly address the storage device. This is done later by other operating system
functions in the remote NAS appliance.

A file I/O specifies the file. It also indicates an offset into the file. For instance, the
I/O may specify “Go to byte ‘1000’ in the file (as though the file were a set of
contiguous bytes), and read the next 256 bytes beginning at that position”. Unlike
block /O, there is no awareness of a disk volume or disk sectors in a file I/O
request. Inside the NAS appliance, the operating system keeps track of where
files are located on disk. The NAS operating system issues a block 1/O request to
the disks to fulfill the client file I/O read and write requests it receives.

In summary, network access methods, such as NFS and CIFS, can only handle
file /0 requests to the remote file system. This is located in the operating system
of the NAS device. I/O requests are packaged by the initiator into TCP/IP to move
across the IP network. The remote NAS file system converts the request to block
I/O and reads or writes the data to the NAS disk storage. To return data to the
requesting client application, the NAS appliance software repackages the data in
TCP/IP to move it back across the network. Figure 2-22 illustrates this.

IP Network
Application
Server
. NAS Appliance
e File 110 _
Internet Protocol (IP) w
The application server directs the file The file system in the NAS
I/0 request over the LAN to the remote appliance initiates a block 1/0 to
file system in the NAS appliance. the NAS integrated disk.

Figure 2-22 NAS example

NAS benefits

NAS offers a number of benefits, which address some of the limitations of directly
attached storage devices, and overcome some of the complexities associated
with SANs. NAS benefits include:

» Resource pooling

A NAS appliance enables disk storage capacity to be consolidated and
pooled on a shared network resource, at great distance from the clients and
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servers which will share it. Therefore an NAS appliance can be configured as
one or more file systems, each residing on specified disk volumes. All users
accessing the same file system are assigned space within it on demand. This
contrasts with individual DAS storage, when some users may have too little
storage, and others may have too much.

Consolidation of files onto a centralized NAS device can minimize the need to
have multiple copies of files spread among distributed clients. Thus overall
hardware costs can be reduced.

NAS pooling can reduce the need to physically reassign capacity among
users. The results can be lower overall costs through better utilization of the
storage, lower management costs, increased flexibility, and increased control.

Exploits existing IP network infrastructure

Because NAS uses the existing LAN infrastructure, there are minimal costs of
implementation. Staff with existing skills in IP networks can perform the
installation.

Simple to implement

Because NAS devices attach to mature, standard LAN infrastructures, and
have standard LAN addresses, they are extremely easy to install, operate,
and administer. This plug-and-play operation results in low risk, ease of use,
and fewer operator errors, so it contributes to a lower cost of ownership.

Enhanced choice

The storage decision is separated from the server decision. This enables
buyers more choice in selecting equipment to meet their business needs.

Connectivity

LAN implementation allows any-to-any connectivity across the network. NAS
appliances may allow for concurrent attachment to multiple networks to
support many users.

Scalability

NAS appliances can scale in capacity and performance within the allowed
configuration limits of the individual appliance. However, this may be
restricted by such considerations as LAN bandwidth constraints and the need
to avoid restricting other LAN traffic.

Heterogeneous file sharing

A major benefit of NAS is support of multiple client file systems. Most
organizations support mixed platform environments, such as UNIX and
Windows. In a distributed server-based environment, a dedicated server is
required for each file system protocol. If one department is using
Windows-based office applications while another is using UNIX-based
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computer-aided design, two independent servers with their own directly
attached storage are required and must be supported by the IT organization.

Remote file sharing is one of the basic functions of any NAS appliance. Most
NAS systems support multiple operating system environments. Multiple client
systems can have access to the same file. Access control is serialized by
NFS or CIFS. Heterogeneous file sharing is enabled by the provision of
translation facilities between NFS and CIFS. For users, this means flexibility
and standardization of file services. It can also mean cost savings in staffing,
training, and deployment.

» Improved manageability

By providing consolidated storage, which supports multiple application
systems, storage management is centralized. This enables a storage
administrator to manage more capacity on an NAS appliance than is possible
for distributed storage directly attached to many independent servers.

» Reduced TCO

Because of its use of existing LAN network infrastructures, and of network
administration skills already employed in many organizations (such as Tivoli
NetView® management), NAS costs may be substantially lower than for
directly-attached or SAN-attached storage.

Other NAS considerations

On the converse side of the storage network decision, you must consider the
following factors regarding NAS solutions:

» Proliferation of NAS devices

Pooling of NAS resources can only occur within the capacity of the individual
NAS appliance. As a result, to scale for capacity and performance, there is a
tendency to grow the number of individual NAS appliances over time, which
can increase hardware and management costs.

» Software overhead impacts performance

TCP/IP is designed to bring data integrity to Ethernet-based networks by
guaranteeing data movement from one place to another. The trade-off for
reliability is a software-intensive network design which requires significant
processing overheads, which can consume more than 50% of available
processor cycles when handling Ethernet connections. This is not normally
an issue for applications, such as Web browsing, but it is a drawback for
performance-intensive storage applications.

» Consumption of LAN bandwidth

Ethernet LANs are tuned to favor short burst transmissions for rapid response
to messaging requests, rather than large continuous data transmissions.
Significant overhead can be imposed to move large blocks of data over the
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LAN. This is due to the small packet size used by messaging protocols.
Because of the small packet size, network congestion may lead to reduced or
variable performance, so the LAN must have plenty of spare capacity to
support NAS implementations.

» Data integrity

Ethernet protocols are designed for messaging applications, so data integrity
is not of the highest priority. Data packets may be dropped without warning in
a busy network, and have to be resent. It is up to the receiver to detect that a
data packet has not arrived, and to request that it be resent, so this can cause
additional network traffic.

» Impact of backup/restore applications

A potential downside of NAS is the consumption of substantial amounts of
LAN bandwidth during backup and restore operations, which may impact
other user applications. NAS devices may not suit applications that require
very high bandwidth.

» Suitability for database

Given that their design is for file I/O transactions, NAS appliances are not
optimized for the I/0O demands of some database applications. They do not
allow the database programmer to exploit “raw” block I/O for high
performance. As a result, typical databases, such as Oracle or DB2®
Universal Database™ (UDB), do not perform as well on NAS devices as they
would on DAS, SAN, or iSCSI. However, some clients may choose to use
NAS for database applications with file /O because of their other advantages,
including lower cost. It is important to that, in some cases, the database
vendor may prohibit use of NAS appliances with their software. For instance,
Microsoft does not support the use of NAS devices with Microsoft Exchange.
In such cases, other storage solutions must be found.

2.6.4 RAID

122

RAID is an architecture designed to improve data availability by using arrays of
disks in conjunction with data striping methodologies. The idea of an array is a
collection of disks the system sees as a single device. There are different levels
of RAID. RAID levels 1 through 5 were defined in the original Berkeley RAID
paper. Subsequently, RAID levels 0 and 6 were developed.

RAID levels

Figure 2-23 through Figure 2-26 on page 126 graphically explain RAID levels 0,
1, 3, and 5, the most commonly implemented RAID architectures. Figure 2-28 on
page 129 gives a similar explanation for RAID level 6. For convenience, RAID
level O through RAID level 6 are referred to as RAID 0 through RAID 6.
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Parity is defined as redundant information about user data, which allows it to be
regenerated in the event of a disk failure. In the following illustrations, data can
mean a byte or block, not necessarily an entire file.

RAID 0

Data striping with no parity is not a true RAID architecture because there is no
data redundancy. RAID 0 stripes data sequentially across multiple disks to allow
parallel read or write operations. This can result in high, effective data transfer
rates. All RAID 0 implementations spread the data and workload across the disks
in the array, which often gives higher throughput than non-striped disks. However,
RAID 0 does not provide redundancy with the performance boost. As shown in
Figure 2-23, in the event of a single disk failure, the data residing on the disk
cannot be regenerated. Because of data striping, all data becomes unavailable.

Note: Never use RAID level 0 for critical applications that require high data
availability. Consider it only for applications that can benefit from the
performance capabilities of this level.

RAID 0 — Striping (4 Stripes Example)
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Figure 2-23 RAID 0

RAID 1

The RAID 1 implementation in Figure 2-24 employs data mirroring to achieve
redundancy. Two copies of the data are created and maintained on separate

Chapter 2. Hardware components 123



disks, each containing a mirror image of the other. RAID 1 provides an
opportunity to improve performance for reads, because read requests are
directed to the mirrored copy if the primary copy is busy.

RAID 1 is the most expensive of the array implementations because the data is
duplicated. However, it provides the best data availability from a disk failure
standpoint, because it uses the fewest disks in its array configuration. The fewer
the disks there are in an array, the lower the probability is of multiple disk failures.
In the event of a disk failure, RAID 1 provides the highest performance, because
the system can switch automatically to the mirrored disk without impacting
performance and needing to rebuild lost data.

RAID 1 - Mirroring

 Daat |

Data 2
Data 1

Data 2 |:‘l> Q@i/
. S—

| Data1 |

Data n . Data2 |

Figure 2-24 RAID 1

Note: Consider RAID 1 when cost is not a factor for applications that require
high data availability and high performance.

RAID 2

RAID 2 supports parallel access and data striping with hamming code. At a
conceptual level, RAID 2 and RAID 3 are similar. Both RAID 2 and RAID 3
distribute data across several disks with striping at the bit, byte, or multibyte level.
The data is written or retrieved in one parallel movement of all of the access
arms.

RAID 2, however, uses an encoding technique called the hamming error
correction code to provide error detection and correction. This encoding
technique requires multiple disks for the error detection and correction
information, making the RAID 2 parity implementation more complex and more
expensive for general use than the RAID 3 design. Therefore, RAID 2 is of little
interest in a commercial environment.
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RAID 3

RAID 3 supports parallel access and data striping with parity. Unlike RAID 2,
RAID 3 uses a single dedicated disk to store parity information. Like RAID 2,
RAID 3 stripes or distributes data sequentially across several disks. The data is
written or retrieved in one parallel movement of all of the access arms.

Figure 2-25 shows an array of four disks. Three of the disks are used to store
data, and the fourth disk is used to store parity for the three data disks. If one of
the data disks fails, the parity disk can be used, along with the remaining data
disks, to regenerate the data. If the parity disk fails, access to data is not affected.
Because of the single parallel movement of all access arms, only one I/O can be
active in the array at any one time. Because data is striped sequentially across
the disks, the parallel arm movement yields excellent transfer rates for large
blocks of sequential data. However, it renders RAID 3 impractical for transaction
processing or other high throughput applications needing random access to data.
When random processing takes place, the parity disk becomes a bottleneck for
write operations.

RAID 3 - Striping with Dedicated Parity
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Figure 2-25 RAID 3

Note: Use RAID 3 for applications that process mostly large blocks of data or
require access to large sequential data files.
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RAID 4

RAID 4 supports independent access and data striping with dedicated parity.
Like RAID 2 and RAID 3, RAID 4, and RAID 5 stripe data across several disks,
but the striping increment is a block or record. There is only one parity disk in the
RAID 4 design. In all other aspects RAID 4 is identical to RAID 5.

Because the parity disk is involved in every write operation, it can become a
bottleneck for transaction throughput. Therefore, RAID 4 is not considered viable
for commercial applications.

RAID 5

RAID 5 supports independent access and data striping with distributed parity. It
does not have a dedicated parity disk, but interleaves data and parity on all disks.
In RAID 5, the access arms can move independently of one another as shown in
Figure 2-26. This enables multiple concurrent accesses to the array devices. It
satisfies multiple concurrent I/O requests and provides higher transaction
throughput. RAID 5 is best suited for random access data in small blocks.

RAID 5 — Striping with Distributed Parity
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Figure 2-26 RAID 5

An important difference between RAID 3 and RAID 5 is that, in RAID 3, every
transfer involves all of the disks. In RAID 5, most transfers involve only one data
disk. This allows operations in parallel and gives higher throughput for
transaction processing. In RAID 3, the segment size is one sector, and the unit of
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transfer is one sector for each data disk. In RAID 5, the segment size is larger,
and most transfers involve only one data disk, allowing operations in parallel and
giving higher throughput.

A write penalty is associated with RAID 5. Every write I/O results in four actual
I/O operations, two to read the old data and parity, and two to write the new data
and parity.

Reducing the write penalty

A way to reduce the RAID 5 write penalty is to use cache. This allows increased
performance by temporarily storing data in anticipation of /O requests to disk. By
retaining accessed data in cache, read requests for the same information can be
quickly satisfied from cache without additional I/O operations to disk. This can
reduce disk I/O because of the locality of reference in access patterns.

Cache can be used to bundle write requests until a large block of contiguous data
can be written to disk in a single 1/0 operation. During write operations, data is
first written to cache, allowing a transaction to complete sooner than the actual
write operation to disk. By allowing the application to proceed in parallel with
actual physical I/O operations, cache can reduce the delay associated with
reading or writing data and improve RAID 5 performance.

Nonvolatile storage (NVS) keeps data stored in cache from being lost when a
power outage occurs. NVS is the cache that switches to battery power during an
outage. Under normal circumstances, NVS functions in much the same manner
as regular cache. As soon as a write request is completed to NVS, the
application can proceed without further delay. However, if an outage occurs, the
updated data is still safely stored in NVS until that data can be written to the disk.

NVS is in all ESS models and IBM TotalStorage Fibre Array Storage Technology
(FASLT), except the low-end FAStT 200. Figure 2-27 shows a two-node system in
normal operation. The ensemble consists of subsystem A (runs with SMP 1 and
NVS 2) and subsystem B (runs with SMP 2 and NVS 1).

The right half of Figure 2-27 shows the failover of node 1 and node 2. The
surviving node assumes ownership of all host adapter (initially ownership is
shared), the nonvolatile storage on the node, and all physical devices in the
system. The surviving node then restores redundancy by destaging (writing
modified user data from cache to the disk arrays) all modified data in its read
cache and data in the local nonvolatile storage belonging to the failed node. The
node then allows the host adapters to recognize that all virtual disks are owned
by the surviving node. Then the node resumes operation using the local NVS as
its NVS.
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Figure 2-27 IBM TotalStorage Enterprise Storage System

Note: Consider RAID 5 for environments that require high data availability and
with applications that process relatively short data records or a mixture of
large sequential records and short random blocks.

RAID 6

Independent access, data striping with double distributed parity, which was not
among the original Berkeley RAID levels, adds a second, independent parity
block to RAID 5. Figure 2-28 shows an example of RAID 6 with an array of six
disks. Four disks are used for data, and two disks are used for parity, with data
and parity rotating and interleaving within the array.

With two independent parity schemes, each using a different algorithm, data
availability is extremely good. It is uninterrupted even when two disk failures
occur at the same time. However, more disk space is required for parity. There is
an even greater write penalty than with RAID 5. For this reason, the write
performance of RAID 6 is extremely low. The lower performance and the
complexity of implementation have made RAID 6 impractical for most
applications.
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RAID 6 - Striping with Double Distributed Parity
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Figure 2-28 RAID 6

RAID 10

RAID 10 consists of a set of disks for user data plus their mirrored disks
counterparts. There is no parity disk to rebuild a failed disk. In case one disk
becomes unusable, then the mirror copy is used to access the data and to build
the spare (also known as RAID 0+1).

Because it is a combination of RAID 0 (striping) and RAID 1 (mirroring). The
striping optimizes the performance by striping volumes across several disk
drives. Figure 2-29 shows, for example, in the ESS Model 800 implementation,
three or four disk drive modules (DDMs). RAID 1 is the protection against a disk
failure by having a mirrored copy of each disk. By combining the two, RAID 10
provides data protection with I/O performance.
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RAID 10 configurations

» First RAID 10 rank configured in the
loop is 3+3+28S. Eight-pack 2

> Additional RAID 10 ranks configured | |23 (Pata|Data spareData Data Data| Data
in the loop are 4+4. 1l213ls|1l2]13]4

» For aloop with an intermixed
capacity, the ESS assigns two
spares for each capacity. This means | Eight-pack 1
that there is one 3+3+2S array per Data (Data|Dataspare| Data|Data|Data|Data
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Figure 2-29 RAID 10

It is possible to combine RAID 10 and RAID 5 configured within the same loop,
as illustrated in Figure 2-30. There are several ways in which a loop can be
configured when mixing RAID 5 and RAID 10 ranks in it. If you configure RAID 5
and RAID 10 ranks on the same loop, it is important to follow some guidelines to
balance the capacity between the clusters.
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Figure 2-30 Mixed RAID 5 and RAID 10

Comparing RAID levels

Figure 2-31 shows a way to compare RAID levels and JBOD. Here JBOD and
RAID 0 are the cheapest disk solutions, but offer no disk protection. RAID 10 has
high cost and high performance, with the other RAID solutions in between. By
RAID 5 cached, we mean the intelligent RAID 5 subsystems, such ESS and
FASLT, which cache data for both reading and writing.
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Figure 2-31 Cost, performance, and availability
Table 2-1 compares the RAID levels.
Table 2-1 Comparison of RAID levels
RAID 0 RAID 1 RAID 3 RAID 5 RAID 10
Method used Disk Disk level Parallel transfer | Independent Mirror
striping mirroring disks with parity | data access
Disks required | n 2n n+1 n+1 2n
Data None Very high High High Very high
protection
Data rate Very high | Forread: 2 X Similarto single | Similar to For read from
single disk; for disk single disk 2X single disk;
write, similar to for write, similar
single disk to single disk
Performance High High for Medium Medium High
read-intensive; (possible write
medium for penalty in
write-intensive write-intensive
environment
Cost Low High (up to twice | Medium Medium High
RAID 0 costs)
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2.6.5 IBM TotalStorage Enterprise Storage Server

The IBM TotalStorage ESS is the most powerful disk storage server, developed
by IBM using IBM Seascape® architecture. The ESS provides unmatchable
functions for the entire server family of e-business servers and for the non-IBM
(that is, Intel-based and UNIX-based) families of servers.

Across all of these environments, the ESS features unique capabilities that allow
it to meet the most demanding requirements of performance, capacity, and data
availability that the computing business may require. The Seascape architecture
is the key to the development of IBM storage products. Seascape allows IBM to
take the best of the technologies developed by the many IBM laboratories and
integrate them, producing flexible and upgradable storage solutions. This
Seascape architecture design has allowed the ESS to evolve from the initial E
models to the succeeding F models, and to the recently announced 800 models.
Each feature new, more powerful hardware and functional enhancements. They
are always integrated under the same successful architecture with which the
ESS was originally conceived.

The ESS concurrently supports diverse host systems over diverse attachment
protocols. You can allocate data storage among the attached host systems with
the ESS Specialist, a Web-based interface. The ESS provides integrated caching
and support for the attached DDMs. The DDMs are attached through a SSA
interface. Disk storage on an ESS is available in modules that contain eight
DDMs called eight packs.

The ESS provides the major following features:

» Hardware fault-tolerant, including dual write caches

» Support of an intermix of types of RAID

» Support of non-RAID disk groups
Note: ESS Model 800 does not support non-RAID disk groups.

» Fast RISC processors

» Fast disk drives with speeds of 10,000 and 15,000 rpm

» Disk capacity that you can assign and reassign among attached host systems
» Instant copy solutions with FlashCopy

» Disaster recovery solutions with PPRC

» Concurrent repairs (“hot swap”)

» Concurrent hardware upgrades

» Concurrent software/microcode changes
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» Auto Call Home for service and scheduled proactive Call Home to confirm
status

» Remote problem analysis and diagnostics

» Multiple event client notification facilities: Simple Network Management
Protocol (SNMP), e-mail, pager

» Flexible Fibre Channel SAN support including directors, hubs, and switches
» SAN logical unit number (LUN) masking (security) support standard

» Support for CIFS, FTP, Hypertext Transfer Protocol (HTTP), NetWare, and
NFS file-1/O (NAS) protocols

» Support for iISCSI via a CISCO Storage Router

» Host multipathing software (subsystem device driver (SDD) for load balancing
and failover)

» Standard three-year hardware and software feature warranty

» Model 800 support of either a standard processor or an optional turbo
processor, 8 GB of cache and an optional 16, 24, 32, or 64 GB of cache

» Models F10 and F20 support of a standard processor, 8 GB of cache and an
optional 16, 24, or 32 GB of cache

» Models E10 and E20 support of a two-way processor and 6 GB of cache

Note: Models E10, E20, F10, and F20 are no longer available from the factory.
Model 800 supersedes Model F20 and E20. This publication includes
information about Models E10, E20, F10, and F20 that are currently in the
field. IBM will continue to support these models.

The ESS models support the following DDM sizes and speeds:

» Models E10 and E20 support 18.2 GB, 36.4 GB, and 72.8 GB DDMs at
10,000 and 15,000 rpm.

» Models F10, F20, and 800 support 18.2 GB, 36.4 GB, 72.8 GB, and 145.6 GB
at 10,000 and 15,000 rpm.

Note: The 9.1 GB DDMs are no longer available. IBM supports 9.1 GB DDMs
that are currently installed in an ESS. IBM also supports 9.1 GB DDM
conversion to larger capacity DDM.
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ESS Models F20 and 800, with an expansion enclosure, can provide the
following data storage capacity:

» With 18.2 GB homogeneous DDMs, the maximum capacity is 7.06 TB.
» With 36.4 GB homogeneous DDMs, the maximum capacity is 14.13 TB.
» With 72.8 GB homogeneous DDMs, the maximum capacity is 28.26 TB.

» With 145.6 GB homogeneous DDMs, the Model 800 supports a maximum
capacity of 55.9 TB.

Note: Storage capacity refers to physical data storage, which does not include
the overhead required for RAID parity and spare DDMs.

For more a more detailed description about ESS, see:

http://www.storage.ibm.com

2.6.6 IBM TotalStorage Fibre Array Storage Technology

IBM FASLT is a storage offering that caters to immediately accessible, highly
available, and functional storage capacity. The FASIT Storage Server is a RAID
controller device that contains Fibre Channel interfaces to connect the host
systems and the disk drive enclosures. All FAStT Storage Servers have hot swap
and redundant power supplies and fans. Entry-level FAStT servers have one
RAID controller, while higher level FAStT Storage Servers have dual RAID
controllers. They are also hot-swappable and therefore provide excellent system
availability, even if one part should malfunction.

Table 2-2 shows the different FAStT models that IBM offers. For more information
about each FAStT model, see:

http://www.storage.ibm.com
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Table 2-2 FAStT models

FAStT900 FAStT700 FAStT600 FAStT200
Product FAStT900 Storage | FAStT700 Storage | FAStT600 Storage | FAStT200 Storage
Server Server Server Server
System/model | 1742/90U 1742/1RU 1722/60U 3542/1RU, 2RU
Platform pSeries, select pSeries, select pSeries, xSeries, pSeries, select
support RS/6000 servers, RS/6000 servers, AlX, Windows RS/6000 servers,
IBM @server xSeries, select 2000, NetWare, xSeries, select
xSeries®, select Netfinity servers, VMWare, Linux, Netfinity servers,
Netfinity® servers, Windows NT, AlX, Solaris, AlIX, Windows NT,
select Sun and HP Windows 2000, HP-UX Windows 2000,
UNIX servers and NetWare, VMWare, Dynix, HP-UX,
other Intel Linux, AlX, Solaris, Linux, NetWare,
processor-based HP-UX Solaris, VMWare
servers, Windows
NT, Windows 2000,
NetWare, VMWare,
Linux, AlX, Solaris,
HP-UX
Host Fibre Channel Fibre Channel Fibre Channel Fibre Channel
connectivity
SAN support Direct, FC-AL, Direct, FC-AL, Direct, FC-AL, Direct, FC-AL,

Switched Fabric

Switched Fabric

Switched Fabric

Switched Fabric

Copy services

Remote Copy,
FlashCopy, Volume
Copy

Remote Copy,
FlashCopy, Volume
Copy

Remote Copy,
FlashCopy, Volume
Copy

Remote Copy,
FlashCopy, Volume
Copy

Availability Fault-tolerant, Fault-tolerant, Fault-tolerant, Fault-tolerant,
features RAID, redundant RAID, redundant RAID, redundant RAID, redundant
power/cooling, power/cooling, power/cooling, power/cooling,
hot-swap drives, hot-swap drives, hot-swap drives, hot-swap drives,
dual controllers, dual controllers, dual controllers, dual controllers,
concurrent concurrent concurrent concurrent
microcode update microcode update microcode update microcode update
capability, capability, capability, capability,
dual-pathing driver | dual-pathing driver | dual-pathing driver | dual-pathing driver
Controller Dual active 2 Gb Dual active 2 Gb Dual active 2 Gb Single/dual active
RAID controllers RAID controllers RAID controllers,
optional turbo
feature
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FAStT900 FAStT700 FAStT600 FAStT200

Cache 2GB, 2 GB 2GB,2GB 512 MB, 512 MB 128 MB, 256 MB
(min, max) (base)

2GB,2GB

(turbo option)
RAID support | 0,1,3,5,10 0,1,3,5,10 0,1,3,5,10 0,1,35
Capacity 32GB,32TB 32GB, 32 TB 32GB,8.2TB 32GB, 9.6 TB
(min, max) (base)

18.2GB, 16.4 TB

(turbo optional)
Drive interface | 2 Gb FC-AL 2 Gb FC-AL 2 Gb FC-AL FC-AL

Drive support

36.4 GB, 73.4 GB,
and 146.8 GB
10,000 rpm disk
drives; 18.2 GB,
36.4 GB, and
73.4 GB 15,000
rpm

36.4 GB, 73.4 GB,
and 146.8 GB
10,000 rpm disk
drives; 18.2 GB,
36.4 GB, and
73.4 GB 15,000
rpm

36.4 GB, 73.4 GB,
and 146.8 GB
10,000 rpm disk
drives; 18.2 GB,
36.4 GB, and
73.4 GB 15,000
rpm

36.4 GB, 73.4 GB,
and 146.8 GB
10,000 rpm disk
drives; 18.2 GB,
36.4 GB, and 73.4
GB 15,000 rpm

Certifications

Microsoft RAID
Cluster, NetWare
Cluster, HACMP,
VERITAS
Clustering

Microsoft RAID
Cluster and Data
Center, NetWare
Cluster, HACMP,
VERITAS
Clustering

Microsoft RAID
Cluster and Data
Center, HACMP,
VERITAS
Clustering

Microsoft RAID
Cluster, NetWare
Cluster, HACMP,
VERITAS
Clustering

2.6.7 IBM 7133 Serial Disk System

IBM 7133 Serial Disk System has advanced models D40 and T40. They provide
highly available storage for UNIX, Windows NT, and Novell NetWare servers. By
implementing a powerful industry-standard serial technology, the these models
provide outstanding performance, availability, and attachability.

The rack-mountable 7133 Advanced Model D40 drawer is designed for
integration into a supported 19-inch rack. The 7133 Advanced Model T40 is a
free-standing deskside tower unit.

Both 7133 advanced models can be populated with 145.6 GB, 72.8 GB, 36.4 GB
and 18.2 GB 10,000 RPM and 72.8 GB and 36.4 GB 15,000 RPM disk drives.
Drive capacities can be intermixed, providing the flexibility to build storage
capacity from gigabytes to terabytes. The 7133 Advanced Models can be
intermixed in the same loop with other models of the 7133 (Models 010, 020,
500, 600) as well as with the 7131-4052.
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IBM 7133 Serial Disk System and IBM TotalStorage ESS uses SSA. SSA is an
open storage interface designed specifically to meet the high performance
demands of network computing. It enables simultaneous communication
between multiple devices, subsystems, and local host processors throughout
your open systems environment. SSA was developed to overcome many of the
SCSI limitations prevalent with the SCSI technology.

For more information about IBM 7133 products, see:

http://www.storage.ibm.com/hardsoft/products/7133/7133support.htm

2.6.8 IBM TotalStorage Expandable Storage Plus 320
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IBM TotalStorage Expandable Storage Plus 320 is designed to provide flexible,
scalable and low cost disk storage for pSeries and RS/6000 servers in a compact
package. This new disk enclosure is ideal for enterprises that need high
performance external disk storage in a small footprint. IBM Ultra320 and SCSI
RAID adapters provide RAID 0, 1, 1E, 5 and 5E functions. They can be used to
attach the EXP Plus 320 to pSeries and RS/6000 servers to promote increased
data protection. It uses a variety of SCSI adapters:

» Dual-channel Ultra 320 SCSI
» Ultra3 SCSI
» Ultra2 SCSI

For high performance and availability, the enclosures can be combined with the
IBM PCI-X dual channel Ultra320 SCSI RAID adapter (FC5703, FC5711). This
allows for excellent Uitra320 SCSI throughput performance of up to 320 MB per
second and multiple RAID options. Distances up to 20 meters are supported
between disk enclosures and pSeries or RS/6000 servers using Ultra320 SCSI
adapters.

Two models are available:

» Rack mounted Model DS4 drawer: This model can reside in a variety of
19-inch racks, including the IBM 7014-T00 and 7014-T42. The largest rack
(7014-T42) can hold up to 14 EXP Plus DS4 drawers for a total physical
capacity of 28 TB.

» Stand-alone tower Model TS4: This model is suitable for one or two server
environments, providing up to 2 TB of physical capacity in a small desk-side
tower unit.

Both the rack-mounted DS4 and the desk-side tower TS4 can be populated with
up to 14 disk drives. Available disks options include:

» The disks drives sizes are 36.4 GB, 73.4 GB, and 146.8 GB at 10,000 RPM.
» The disk drives sizes are 36.4 GB and 73.4 GB disk drives at 15,000 RPM.
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The drive capacities can be intermixed and drives can be added in increments as
few as one or as many as 13. HACMP can then be used to provide server failover
for high availability in non-concurrent mode using the EXP Plus 320 with
non-RAID SCSI host bus adapters.

For more detail description of Expandable Storage Plus 320, see:

http://www.storage.ibm.com

2.6.9 The IBM TotalStorage Network Attached Storage

IBM provides many options for network attached storage. This section provides a
brief description for some of the options that are available.

The IBM TotalStorage Network Attached Storage 200

With the IBM NAS 200 (Model 201 and Model 226) appliances your enterprise
gains scalable, NAS devices. They deliver excellent value, state-of-the-art
systems management capabilities, and task-optimized operating system
technology. These NAS devices provide increased performance, storage
capacity, and functionality.

Two models are developed for use in a variety of workgroup and departmental
environments. They support file serving requirements across Windows NT and
UNIX clients, e-business, and similar applications. In addition, these devices
support Ethernet LAN environments with large or shared end-user workspace
storage, remote running of executables, remote user data access, and personal
data migration.

Both models are designed for installation in a minimum amount of time. They
feature an easy-to-use Web browser interface that simplifies setup and ongoing
system management. Hot-swappable hard disk drives mean that you do not have
to take the system offline to add or replace drives. Redundant components add
to overall system reliability and uptime.

With enhancements over the predecessor xSeries 150 NAS appliances, the NAS
200 Models 201 and 226 support the creation of up to 250 persistent images.
This enables ongoing backups for exceptional data protection. Internal and
external tape drives can be attached for backup via an optional SCSI adapter.

To help ensure quick and easy installation, both NAS models have tightly
integrated preloaded software suites. The NAS 200 models scale from 108 GB to
over 3.52 TB of total storage. Their rapid, nondisruptive deployment capabilities
mean that you can easily add storage on demand. Capitalizing on IBM
experience with RAID technology, system design and firmware, together with the
Windows powered operating system (a derivative of Windows 2000 Advanced
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Server software) and multi-file system support, the NAS 200 delivers high
throughput to support rapid data delivery.

IBM NAS 200 highlights
Some of the most important features included in the NAS 200 are:

» Dedicated

As a fully-integrated, optimized storage solution, the NAS 200 allows your
general-purpose servers to focus on other applications. Preconfigured and
tuned for storage-specific tasks, this solution is designed to reduce setup time
and improve performance and reliability.

» Open
The open-system design enables easy integration into your existing network
and provides a smooth migration path as your storage needs grow.

» Scalable

Scalability allows you to increase storage capacity, performance, or both, as
your needs grow. NAS 200 storage capacities ranging from 108 GB to

440.4 GB (Model 201), and from 218 GB to 3.52 TB (Model 226) are
provided, while NAS 300 can be scaled from 360 GB to 6.61 TB (Model 326).

» Flexible

Multiple file protocol support (CIFS, NFS, HTTP, FTP, AppleTalk, and Novel
NetWare) means that clients and servers can easily share information from
different platforms.

» Reliable

Hot-swappable disk drives, redundant components, and IBM Systems
Management are designed to keep these systems up and running.

» Easy backups

With 250 True Image point-in-time data views, the NAS 200 can create
on-disk instant virtual copies of data without interrupting user access or taking
the system offline.

IBM TotalStorage Network Attached Storage 300

IBM TotalStorage Network Attached Storage 300 (5195 Model 326) is an
integrated storage product. It is system-tested and comes with all components
completely assembled into a 36U rack.

The NAS 300 appliance provides an affordable but robust solution for the storage
and file serving needs for a large department or a small enterprise. It provides
the same features and benefits as the IBM NAS 200 series products. In addition,
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with its second engine, it provides an increase in reliability and availability
through the use of clustering software built into the appliance.

The NAS 300 also provide scalability, fault tolerance, and performance for
demanding and mission-critical applications. The NAS 300 consists of a dual
engine chassis with fail-over features. It has dual Fibre Channel hubs and a Fibre
Channel RAID controller. The 300 is preloaded with a task-optimized Windows
Powered operating system. With its fault-tolerant, dual engine design, the 300
provides a significant performance boost over the 200 series.

If your business is faced with expanding Internet use, e-business operation,
enterprise resource planning, and large data management tasks, the NAS 300
provides the solutions you need. It includes high reliability and availability, and
ease of managing remotely.

The NAS 300 system scales easily from 364 GB to 6.55 TB, making future
expansion simple and cost-effective. It comes ready to install and becomes a
part of a productive environment with minimal time and effort. The NAS 300 base
configuration features:

» One Rack 36U (with state-of-the-art Power Distribution Unit)

Two engines (with with two 1.13 GHz Pentium® Il processors)

1 GB memory

Two redundant and hot swap power supplies/fans

Two Fibre Channel hubs

One dual-RAID controller

Ten 36.4 GB hot-swappable HDD (73.4 GB HDD base configuration optional)
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Optionally, it supports:
» Additional dual-RAID controller

» Maximum of seven storage expansion units, each populated with ten 36.4 or
73.4 GB hot-swappable HDDs

The system comes standard with dual engines for clustering and fail-over
protection. The dual Fibre Channel Hubs provide IT administrators with high
performance paths to the RAID storage controllers using fiber-to-fiber
technology.

The preloaded operating system and application code are tuned for the network
storage server function and are designed to provide uptime 24-hours a day,
seven days a week. With multilevel persistent image capability, file and volume
recovery is quickly managed to ensure highest availability and reliability.

The IBM TotalStorage NAS 300 connects to an Ethernet LAN. Client-supplied
Ethernet cabling must be used to connect to the LAN. This rack-mounted system
provides power distribution, but sufficient power must be provided to the rack.
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The IBM NAS 300 offers:

»

»

Fully assembled and tested solution, ready to go
Designed for operation 24-hours a day, seven days a week
— Advanced systems management with:

* Light-Path Diagnostics, which provides visual indications of system well
being

* Predictive failure analysis to alert the system administrator of an
imminent component failure

* Remote alert via pager or optional networking messaging
— Dual engines for clustering and failover
— Dual Fibre Channel hubs for high-speed data transfer and contention
— Dual RAID controllers in each RAID control unit
— Hot-swap power supplies for system redundancy
Connectivity

— Supports Gb and 10/100 Mb Ethernet LAN connectivity
— Fiber-to-fiber technology

Functionality

— Preloaded operating system optimized for Windows and UNIX client
servers

— Supports multiple RAID levels 0, 1, 1E, 5, 5E, 00, 10, 1E0, and 50
Scalability

— Easily scales from 364 GB to 6.55 TB for future growth

Easy to use

— Web-based GUI: Universal Management Services, IBM Advanced
Appliance Configuration Utility Tool, and Windows Terminal Services

— Simple point-and-click restore using the Windows NT Backup utility
Simple management
— Superior management software for continuous operation

Preloaded backup and recovery software: Windows NT Backup, Netfinity
Director agent, Tivoli Storage Manager client

Persistent Storage Manager (PSM), which provides up to 250 point-in-time
images for file protection

IBM @server pSeries Sizing and Capacity Planning



It is capable of supporting heterogeneous client/server environments, such as
Windows, UNIX, NetWare and HTTP. This helps to reduce the TCO by
eliminating the need to purchase a separate server for each protocol.

IBM TotalStorage Network Attached Storage 300G

The IBM TotalStorage NAS 300G series is an innovative NAS appliance that
connects clients and servers on an IP network to Fibre Channel storage,
efficiently bridging the gap between LAN storage needs and SAN storage
capacities. With IBM Network Attached Storage 300G products, you can
cost-effectively integrate NAS and SAN solutions across your enterprise.

IBM NAS 300G highlights

The NAS 300G Storage Server can help you
achieve your business objectives in many
areas. It provides task-optimized storage
appliances, high-reliability design, multi-layered
data protection, scalable storage systems,
tower configuration and storage where you
need rack configuration for more performance
and storage, and preloaded system software
with flexible characteristics, which can be
configured according to your requirements.

Figure 2-32 IBM TotalStorage NAS
300G series

IBM NAS 300G offers:
» High-performance, dedicated NAS appliances bridging LAN and SAN

Cost-effective and innovative, the IBM NAS 300G acts as the gateway
between the Fibre Channel and IP networks. It allows IP clients to access
data on the SAN, gain access to SAN-based applications, and leverage its
storage capacity. In either dual or single-engine configurations, the IBM NAS
300G is a powerful addition to an existing or planned SAN installation. In
addition, the IBM NAS 300G can help reduce the amount of direct Fibre
Channel connections to servers and clients that require SAN access,
resulting in potential cost savings. For increasing efficiency and access to
existing SAN storage, the IBM NAS 300G series provides an effective
solution.

> Flexible configurations

The IBM NAS 300G is compatible with several SAN storage appliances. This
makes it well suited to provide storage access to IP users. Depending on the
amount of I/O network traffic, the IBM NAS 300G can support over 1000
IP-based clients per unit. To provide enough storage capacity for each user,
up to 22 TB of storage can be allocated for use with the IBM NAS 300G. An
administrator can reallocate storage to fit the growing needs of the
organization. When requirements for storage increase, the IBM NAS 300G
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can access multiple SAN devices to provide additional storage. Compatible
storage includes the ESS, FAStT200, FAStT500, FAStT700, and other
vendors' devices.

Because of its flexibility, the IBM NAS 300G series provides administrators
with the necessary tools to manage storage resources more efficiently. It
creates a more cost-effective storage system and reduces the TCO.

By deploying the IBM NAS 300G series, access to existing SAN storage is a
possible solution to the increasing demands for additional storage. The IBM
NAS 300G is preloaded with Tivoli SANergy® software, which lets users
access storage on the SAN at file, volume, and byte levels with increased
throughput and lower overhead. The resulting high-performance link between
the IP clients and the SAN helps to fully use the existing investments in both
networks.

The IBM NAS 300G series provides:

File server storage consolidation

IP clients and servers with access to SAN storage

IP clients with access to mission-critical data from the SAN

IP clients with the ability to back up critical information to the SAN

High system availability for business continuance

The IBM NAS 300G series includes a single and a dual-engine model. The
single-engine model is a good value for those who want to extend the reach of
their SAN. Clustering and fail-over protection are available in the dual-engine
model. The IBM NAS 300G series incorporates a variety of high-reliability and
availability features to support their operation 24-hours a day, seven days a
week.

Both models house hot-swappable, redundant power supplies in each engine
and optionally provide multipath fail-over protection between the unit and its
SAN-attached storage device. Each engine supports an optional second hard
drive and RAID 1 for creating mirrored system drives to further increase
system availability.

Integrated data protection

The IBM NAS 300G series helps to safeguard the most valuable asset of an
organization—its data—by providing such features as:

— Backup support using Tivoli Storage Manager and other third-party
software packages

— Protection against accidental file deletions
— File restorations by clients and administrators
— Single-step volume and drive restorations by administrators
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The IBM NAS 300G supports a variety of backup methods, including popular
backup software such as Tivoli Storage Manager. The Tivoli Storage Manager
agent and client are pre-installed on the product.

The IBM NAS 300G also offers on-disk data protection using Columbia Data
Products Persistent Storage Manager (PSM), which can create up to 250
True Image views of data. Administrators can schedule the creation of these
point-in-time views. With the proper permissions, users can typically restore
previous file levels without administrator involvement.

Administrators can also usually restore entire drives and volumes in a single
step, saving precious IT time by eliminating the need to drag and drop
thousands of files back to the original location. By incorporating its own open
file manager, PSM can enable safe and consistent backup of in-use files. The
open file manager helps to reduce or eliminate system access issues during
backup, supporting availability to data 24-hours a day, seven days a week.

For more information about IBM NAS solutions, see:

http://www.storage.ibm.com/snetwork/nas/

2.7 Additional hardware considerations

This section looks at some additional considerations that the person who is
performing the sizing may have to address.

2.7.1 Multiprocessor configurations

Different types of multiprocessor configurations coexist. The three major ones
are described in the following sections.

Shared memory multiprocessor

Figure 2-33 shows a shared memory multiprocessor environment. Shared
memory multiprocessor, also known as a tightly coupled multiprocessor, has
multiple processors that have their own cache and can each address the shared
memory and all devices. User processes on any processor see the full system. If
two or more processors access the same word in memory, hardware keeps the
caches consistent and invisible to application processes. Compared to other
multiprocessor types, the advantage of shared memory multiprocessors is their
use of the same programming model as uniprocessors.
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Cache Cache Cache Cache

Processor Processor Processor Processor

Main Memory

Figure 2-33 Shared memory multiprocessor environment

Shared nothing multiprocessor

A shared nothing multiprocessor as shown in Figure 2-34 is where all processors
have their own memory and disks. Uniprocessor programs must be changed to
use the parallelism of this configuration because they must pass messages
across an interconnect to use the multiple processors. The IBM RS/6000 SP is
an example of this kind of architecture.

Shared nothing multiprocessors generally scale better than shared memory
multiprocessors because they have no memory bus contention and no cache
coherency problems among the processors.

= =

Memory Memory Memory Memory

Processor Processor Processor Processor

High-speed interconnection

Figure 2-34 Shared nothing multiprocessor environment
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Shared disk multiprocessor

Unlike the shared memory multiprocessor environment, each processor on a
shared disk multiprocessor has its own memory as shown in Figure 2-35. That is
why the shared disk multiprocessors, like the shared nothing multiprocessors,
have no memory bus contention or cache coherency problems among the
processors. However, a centralized locking scheme is used to control access to
the disks. This locking scheme requires changes to some applications (such as
databases. It generally offsets the performance advantages of no memory bus
contention or the cache coherency problem.

S F5

Memory Memory Memory Memory

Processor Processor Processor Processor

Interconnect

Figure 2-35 Shared disk multiprocessor environment

2.7.2 NUMA

NUMA was developed to offer better scalability for large servers. The demand for
scalability has increased due to the requirements of large databases and
decision support systems, such as e-business applications, where server load is
a key issue.

IBM has done significant work and research on NUMA technology for many
years. When Sequent® joined IBM, they added a lot of experience in NUMA
performance and tuning.

There has been a steady increase in demand for systems that offer higher
processor power. If the system has performance problems, the logical solution is
to add additional processor power to the system, but this solution does not
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address the issues of memory accessing that can quickly erode any performance
increases of additional processor power.

Figure 2-36 shows some of the system components that limit scalability of
non-NUMA architectures.

MTA
IRAM
?
Scaling limitations / @
r Crossbars |
n — SMP
. >
Micros
> Bus based
Uni- SMF
processors |
Chip to Chip Bus Bus Memory DRAM
Communication Bandwidth Length Interconnect Latency
Latency

Figure 2-36 System architectures

Architecture plays an important role in how a system performs. Architecture must
take advantage of the processor and marketplace technologies and offer
scalability. To enhance processor throughput, the following technologies were
developed:

» SMP: Share everything
» MPP: Share nothing resource

There are advantages and disadvantages to both philosophies. Each is suited to
different environments. With SMP, the programming model is easier.

MPP provides high performance for compute-intensive workloads. However, it
requires data partitioning. Therefore, it not a good choice for running some
commercial applications.

With SMP’s easy programming model, it has been very popular and over time the
need for performance of SMP has increased. With SMP’s architectural
limitations, you cannot simply add processors and expect the equivalent gain in
performance.
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To take advantage of faster processors, physically shorter buses and buses with
fewer central interconnects are needed to reap the benefits of memory with ever
decreasing latency times.

With NUMA, the concept is to combine these areas to offer program simplicity
and the flexibility of SMP while providing low-latency, high- multiprocessing for
commercial applications.

Software that runs on an SMP system runs on NUMA systems. Some by their
nature even run efficiently, but others need to understand the NUMA
characteristics to perform well on a NUMA system. Even if certain software runs
well in a large SMP, that is no guarantee it will run well in a NUMA environment.

NUMA combines the resources of a group of systems and allows sharing of data
between them. For example, the memory on multiple servers appears as one.

2.7.3 Logical partitioning

Logical partitioning (LPAR) is the ability to divide a physical server into virtual
logical servers, each running in its own private copy of the operating system.

Though it may not seem practical, running a machine with a single LPAR,
compared to full system partition mode (non-LPAR), provides for a faster system
restart. This is because the Hypervisor has already provided some initialization,
testing, and building of device trees. In environments where restart time is
critical, we recommend that you test the single LPAR scenario to see if it meets
the system recycle time objectives.

Depending on the software installed on the server, DLPAR may be available or
unavailable:

» DLPAR available: With dynamic LPAR available, the resources can be
exchanged between partitions without stopping and rebooting the affected
partitions. Dynamic LPAR requires AIX 5L Version 5.2 for all affected
partitions. The Hardware Management Console (HMC) recovery software
must be at Release 3 Version 1 (or higher). In partitions running AIX 5L
Version 5.1 or Linux, if available, the Dynamic Logical Partitioning menu is not
available.

» DLPAR unavailable: Without dynamic LPAR, the resources in the partitions
are static. DLPAR is unavailable for partitions running AIX 5L Version 5.1 or
Linux, when available. When you change or reconfigure your resource without
DLPAR, all the affected partitions must be stopped and rebooted to make
resource changes effective.

A server can contain a mix of partitions that support dynamic LPAR along with
those that do not.
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Note: Rebooting a running partition only restarts the operating system and
does not restart the LPAR. To restart an LPAR, shut down the operating
system without reboot. Then afterwards restart it again.

Hardware Management Console

With LPAR mode, an IBM HMC for pSeries is necessary. Either a dedicated
7315-C01 or an existing HMC from a pSeries 670 or 690 installation (FC 7316)
can be used. If a server is used in full system partition mode (no LPARSs) outside
a cluster, an HMC is not required.

The HMC is a dedicated desktop workstation that provides a graphical user
interface (GUI) for configuring and operating pSeries servers functioning in either
non-partitioned, LPAR, or clustered environments. It is configured with a set of
hardware management applications for configuring and partitioning the server.
One HMC is capable of controlling multiple pSeries servers. At the time of
writing, a maximum of 16 non-clustered pSeries servers and a maximum of 64
LPARs are supported by one HMC.

The HMC is connected with special attachment cables to the HMC ports of the
hardware. Only one serial connection to a server is necessary despite the
number of LPARs.

With these cables, the maximum length from any server to the HMC is limited to
15 meters. To extend this distance, a number of possibilities are available:

» Another HMC can be used for remote access. This remote HMC must have a
network connection to the HMC that is connected to the servers.

» AIX 5L Web-based System Manager Client can be used to connect to the
HMC over the network. Or the Web-based System Manager PC client can be
used, which runs on a Windows operating system-based or Linux operating
system-based system.

» When a 128-Port Async Controller is used, the RS-422 cables connect to a
RAN breakout box, which can be up to 330 meters. The breakout box is
connected to the HMC port on the server using the attachment cable. When
the 15 meter cable is used, the maximum distance of the HMC can be 345
meters, providing the entire cable length can be used.

The HMC provides a set of functions that are necessary to manage LPAR
configurations. These functions include:

» Creating and storing LPAR profiles that define the processor, memory, and
I/O resources allocated to an individual partition

» Starting, stopping, and resetting a system partition
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» Booting a partition or system by selecting a profile
» Displaying system and partition status

In a non-partitioned system, the LED codes are displayed in the operator
panel. In a partitioned system, the operator panel shows the word LPAR
instead of any partition LED codes. Therefore all LED codes for system
partitions are displayed over the HMC.

» Virtual console for each partition or controlled system.

With this feature, every LPAR can be accessed over the serial HMC
connection to the server. This is a convenient feature when the LPAR is not
reachable across the network or a remote NIM installation should be
performed.

The HMC also provides a service focal point for the systems it controls. It is
connected to the service processor of the system using the dedicated serial link.
The HMC provides tools for problem determination and service support, such as
Call Home and error log notification through an analog phone line.

LPAR minimum requirements

Each LPAR must have a set of resources available. The minimum resources that
are needed are:

At least one processor per partition

At least 256 MB of main memory

At least one disk to store the operating system (for AlX, the rootvg)

At least one disk adapter or integrated adapter to access the disk

At least one LAN adapter per partition to connect to the HMC

An installation method, such as NIM, for the partition and a means of running
diagnostics, such as network diagnostics
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Memory guidelines for LPAR

There are a few limitations consider when planning for LPAR. Planning the
memory for logical partitioning involves additional considerations. These
considerations are different when using AIX 5L Version 5.1, AIX 5L Version 5.2,
or Linux.

When a machine is in full system partition mode (no LPARS), all of the memory is
dedicated to AIX. When a machine is in LPAR mode, some of the memory used
by AlX is relocated outside the AIX-defined memory range. In the case of a
single small partition on a pSeries 630 (256 MB), the first 256 MB of memory is
allocated to the Hypervisor. Then, 256 MB is allocated to translation control
entries Translate Control Entries (TCE) and to Hypervisor per partition page
tables. And, 256 MB is allocated for the first page table for the first partition. TCE
memory is used to translate the /0O addresses to system memory addresses.
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Additional small page tables for additional small partitions fit in the page table
block. Therefore, the memory allocated independently of AlX to create a single
256 MB partition is 768 MB (0.75 GB).

With the previous memory statements in mind, LPAR requires at least 2 GB of
memory for two or more LPARs on a pSeries 630. It is possible to create a single
256 MB LPAR partition on a 1 GB machine. However, this configuration should
be used for validation of minimum configuration environments for test purposes
only. Other systems have different memory requirements.

You must close any ISA or integrated development environment (IDE) device
before you remove any DLPAR memory from the partition that owns the ISA or
IDE I/O. This includes the diskette drive, serial ports, CD-ROM, or DVD-ROM, for
example.

The following rules only apply to partitions with AIX 5L:

» The minimum memory for an LPAR is 256 MB. You can configure additional
memory in increments of 256 MB.

» The memory consumed outside AIX is from 0.75 GB to 2 GB, depending on
the amount of memory and the number of LPARs.

» For AIX 5L Version 5.1, the number of LPARs larger than 16 GB is limited to
two in a system with 64 GB of installed memory, because of the memory
alignment in AIX 5L Version 5.1.

LPARs that are larger than 16 GB are aligned on a 16 GB boundary. Because
the Hypervisor memory resides on the lower end of the memory and TCE
resides on the upper end of the memory, only two 16 GB boundaries are
available.

You must also consider the organization of the memory in a server. Every
processor card has its dedicated memory range. Processor card one has the
range 0 GB to 16 GB, processor card two has the range 16 GB to 32 GB,
processor card three has the range 32 GB to 48 GB, and processor card four
has the range 48 GB to 64 GB. If a processor card is not equipped with the
maximum possible memory, there will be holes and the necessary 16 GB
contiguous memory will not be present in the system. For example, in a
system with three processor cards and 36 GB of memory, the memory is
distributed into the ranges 0 to 12, 16 to 28, and 32 to 50. In this
configuration, the only available 16 GB boundary (at 16 GB) has 12 GB of
memory, which is too small for a partition with more than 16 GB of memory
and AIX 5L Version 5.1.

» With AIX 5L Version 5.2, there are no predefined limits concerning partitions
larger than 16 GB, but the total amount of memory and Hypervisor overhead
remains a practical limit.
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Note: To create LPARs running AIX 5L Version 5.2 or Linux larger than 16 GB,
you must select the Small Real Mode Address Region check box (on the
HMC, LPAR Profile, Memory Options window). Do not select this box if you are
running AIX 5L Version 5.1.

2.7.4 Dynamic logical partitioning (5.2.0)

With the availability of the pSeries 690 server in December 2001, static LPAR
was introduced to the pSeries platform. While LPAR provides a solution to
logically remove and assign resources from one partition to another, you must
reboot the operating system in all affected partitions and reset the partitions.

DLPAR on pSeries servers enables the movement of hardware resources (such
as processors, memory, and I/O slots) from one LPAR running an operating
system instance to another partition without requiring reboots and resets. With
DLPAR technology the following features are enabled: dynamic reconfiguration,
Dynamic Capacity Upgrade on Demand (DCUoD), and CPU sparing.

As shown in the system architecture in Figure 2-37, a DLPAR system is made up
of several components. To provide the foundation for DLPAR, the following
components were made DLPAR aware:

HMC
Hypervisor
Global firmware
Local firmware
AIX
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Figure 2-37 pSeries DLPAR system architecture

DLPAR architecture (5.2.0)

Figure 2-38 shows how DLPAR-aware components interact in an example where
a user on the HMC initiates the movement of a resource from one partition to
another. Here is a description of the components that are involved:

>

HMC: The Hardware Management Console is the command center from
which all decisions related to the movement of resources are made.

chhwres: The chwres HMC command is where commands are issued to
dynamically add and remove resources from partitions as well as move
resources between partitions. You can issue this command using the HMC
GUI or from a command line.

DRM: The Dynamic Reconfiguration Manager (DRM) is an agent that is
designed to deal with DLPAR-specific issues. DRM invokes AIX commands to
attach or detach DLPAR capable resources.

RMC: The Remote Monitoring and Control (RMC) handles monitoring and
controlling distributed resource classes. It is a distributed framework that is
designed to handle all security and connectivity issues related to networks. In
conjunction with DRM, it enables the remote execution of commands to drive
the configuration and unconfiguration of DLPAR-enabled resources.

RTAS: The Run-Time Abstraction Services (RTAS) is firmware that is
replicated in each partition. It operates on objects in the Open Firmware
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Device Tree such as processors, logical memory blocks (LMB), I/O slots, date
chips, and NVRAM. Operations include query, allocate, electronically isolate,

and free resources.

Global FW: One global firmware (FW) instance spans the entire system. The
global firmware is also known as the Hypervisor. It contains the boot and
partition manager, manages memory and I/O mappings, and provides a
global name space for resources. It dictates the set of DLPAR-enabled

resources and contains the Open Firmware device tree. AIX communicates

with it through the RTAS layer.
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Figure 2-38 DLPAR system architecture
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The sequence of operations for the given example as provided in Figure 2-38 is
explained as follows:

1. The chhwres command on the HMC calls the RMC with the request to release
the given resource.

2. RMC establishes a connection through the Ethernet network to the RMC on
AIX and passes the request to release the resource. The RMC connection to
the partition is established at boot time.

3. RMC calls DRM with the request to release the resource.

4. DRM initiates the appropriate AIX commands to release the resource from
the operating system.

5. The AIX commands invoke the appropriate functions of the kernel. The
operating system attempts to stop using the specified resource. If it cannot
stop using the resource, an error is returned to the user. If it can stop using
the resource, the operating system isolates the resource, powers it off, and
sets the status to unusable. Success is reported to the chhwres command on
the HMC.

6. The chhwres command calls the global firmware and reclaims the resource.

7. The chhwres command calls the global firmware and assigns the resource to
the partition.

8. The chhwres command calls RMC with the request to configure the resource.

9. RMC establishes a connection using the network to the RMC on the partition
and passes on the request. The RMC connection is established at boot time.

10.RMC calls DRM with the configuration request.

11.The DRM calls the appropriate AIX commands with the request to add the
resource to the operating system.

12.The AIX command initiates the appropriate operating system functions and
the operating system attempts to make the specified resource usable using
RTAS calls. If this operation is unsuccessful, an error is returned to the user. If
the operation is successful, the operating system takes ownership of the
resource and firmware removes it from its resource pool. Then the resource is
powered on, not isolated, and finally configured by the operating system.

Prior to DLPAR, applications considered CPU and memory to be constant
resources on a system. With DLPAR, the number of CPUs and the amount of
memory can change during the runtime of the applications.

Most applications are not aware of the number of CPUs and the memory in the
system. Therefore they are most likely not affected by DLPAR operations.
However, some applications are aware of the amount of these system resources,
and they need to handle changes to the system configuration.

IBM @server pSeries Sizing and Capacity Planning



There are two types of applications with respect to DLPAR operations:
DLPAR-safe and DLPAR-aware applications.

A DLPAR-safe application does not fail as a result of a DLPAR operation. It may
not be affected at all. Its performance may suffer or it may not scale with the
addition of new resources. It may even prevent a DLPAR operation from
succeeding, but it functions as expected.

A DLPAR-aware application is an application that adjusts its use of system
resources to facilitate DLPAR operations. To participate in DLPAR operations, the
application may either regularly poll the system topology to discover changes. Or
it can register with the DLPAR application framework to receive notification of
DLPAR events when they occur. The latter (registration) should be the preferred
choice.

Do not use the polling model if the application has a processor dependency. It
may need to unbind before the operating system attempts to reconfigure the
resource. The polling model only provides notification after the DLPAR event.

Types of applications that should be made DLPAR aware are:

» Enterprise-level databases: These databases scale with the system
configuration. They typically use large pinned buffer pools that scale with the
physical memory and the amount of threads scales with the number of CPUs.

» System tools (performance monitors, for example): They report CPU and
memory statistics.

» Multi-system level job scheduling: They schedule jobs based on the number
of CPUs and memory.

» License managers: They license on a CPU basis.

DLPAR operations are non-destructive by design. That means DLPAR operations
fail if the resource to be removed is locked by applications or the kernel. A
DLPAR CPU remove request fails if an application is bound to the CPU being
removed. This can be a bindprocessor command or Workload Manager rset
type binding.

A DLPAR memory remove request fails if most of the memory in the system is
pinned. AIX has the capability to dynamically migrate pinned memory so that
virtually any range of memory can be removed. However, if the system cannot
acquire a new pinned page, the operation fails. AlX allows approximately 80% of
the system to be pinned. Therefore, programs that consume lots of pinned
memory should be made DLPAR aware so that the system has adequate
resource to perform memory removal. Applications pin memory through the
block() and shmget(SHM_PIN) system calls.
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Two interfaces are available to make an application DLPAR aware: a script-based
and an API-based interface. Using the script-based approach, the administrator
or software vendor installs a set of scripts that are called by the DLPAR
application framework when a DLPAR event occurs. For the API-based
approach, the new signal SIGRECONFIG is defined. It is sent during DLPAR
events to all processes that are registered to catch this event.

The SIGRECONFIG signal is also sent (along with the SIGCPUFAIL signal for
backward compatibility) in the case of a CPU Guard event. Therefore the DLPAR
application framework can also be used by CPU Guard-aware applications.

In the first release of DLPAR support, the dynamic reconfiguration of 1/O slots is
not integrated into the DLPAR Framework in the same way that CPUs and
memory is. The user cannot install DLPAR scripts or make their applications
DLPAR aware by registering for a signal.

For a complete description of logical partitioning, see The Complete Partitioning
Guide for IBM @server pSeries Servers, SG24-7039.

2.7.5 Dynamic CPU sparing and CPU Guard (5.2.0)

Dynamic CPU sparing allows you to dynamically replace a CPU resource if a
CPU failure is reported by Open Firmware. This CPU replacement happens in
such a fashion that it is transparent to the user and to user-mode applications.

In AIX 5L Version 5.2, the CPU Guard implementation has been changed and
enhanced to work in the new DLPAR Framework. The actual deallocation of the
CPU resource is performed in the DLPAR Framework by the dynamic CPU
removal procedure.

The DLPAR mechanism allowing the dynamic processor removal is based on
leaving holes in the logical CPU ID’s sequence. This is unlike the former CPU
Guard implementation where holes in logical CPU IDs are not tolerated for
compatibility reasons.

The dynamic processor removal (DR) strategy is to abstract the status of the
CPUs by having CPU bind IDs, which are a sequence of IDs 0 through N-1
representing only the online CPUs. This strategy provides better MCM-level
affinity, breaking the assumption of uniform memory access from all CPUs by
RPDP. With the dynamic processor removal approach, the load from the failing
CPU is moved to a CPU that corresponds to the last CPU bind ID. Thus the
failing CPU bind ID and the last CPU bind ID are swapped, leaving a hole in the
logical CPU ID sequence and making the last online CPU the failing processor.
Therefore, the bindprocessor system call interface, the bindprocessor
command, the bindintcpu command, and the switch_cpu kernel service have
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been changed to work with the CPU bind ID model instead of the logical CPU ID
model.

CPU Guard dynamically removes a failing CPU, where CPU sparing replaces a
CPU with a spare one under the cover. During the reconfiguration, no
notifications of any kind are sent to the user, kernel extensions, or user-mode
applications that are CPU Guard- or DR-aware.

Dynamic CPU sparing is supported only on systems that are loaded with
appropriate CPU Guard and DLPAR-enabled firmware such as the pSeries 690
and 670 running in LPAR mode with a CPU Capacity Card present. Spare CPUs
are CUoD CPUs that are not activated with a CUoD activation code.

Since CPU Guard operations are considered dynamic processor removal
operations, they are serialized with all other dynamic processor removal
operations. In this new environment, the second-to-last CPU can be removed,
which was a restriction to the prior CPU Guard implementation.

The dynamic CPU sparing process is explained as follows:

1. Open Firmware reports predictive CPU failure.

The event is logged to AlX error log and reported to the kernel.

The SIGCPUFAIL signal is sent to the init process.

The init process starts the ha_star command.

o kM 0D

The ha_star command determines from the ODM whether to perform CPU
sparing or CPU removal.

6. The drmgr command is called to perform CPU sparing or CPU removal.
7. The end of the CPU sparing procedure is logged into the AIX error log
indicating the change in the physical cpuid.

A new ODM attribute, CPU sparing, is introduced. You can set it to enable or
disable with SMIT using the fast path smit chgsys.

CPU Guard default changed (5.2.0)

The default feature of CPU Guard has been changed from disabled to enabled in
AIX 5L Version 5.2. This only applies if the feature is supported by the system. To
display the current status of CPU Guard, run the following command:

Isattr -E1 sysO -a cpuguard

To change the value of CPU Guard to disabled, run the following command:

chdev -1 sysO -a cpuguard=disable
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A process should be considered critical to the system if, in the case where the
process is terminated, the system itself should be terminated. These are all
kernel processes or processes being executed in kernel mode.

Furthermore, a process can register itself or another process as being critical to
the system. To register or unregister a process, two new system calls are
provided that can be called from the process environment:

pid_t ue proc_register (pid, arg)

pid_t ue_proc_unregister (pid)

In some cases, an application may want to take action before being terminated,
for example, to create its own error log entry. To do so, the process should catch
the SIGBUS signal with a SA_SIGINFO type of handler.

A new AIX Uncorrectable Error Gard (UE-Gard) error log entry is used by the
kernel when signalling a process to terminate. This log entry contains the
process ID and the signal value that caused the termination. The LABEL and
RESOURCE fields in the AlIX log indicate an UE-Gard event.

2.7.6 UE-Gard (5.2.0)

160

The UE-Gard is a RAS feature that enables AlX in conjunction with hardware and
firmware support to isolate certain errors that would have previously resulted in a
condition where the system had to be stopped (checkstop condition). The
isolated error is analyzed to determine if AIX can terminate the process that
suffers from the hardware data error instead of terminating the entire system.

In the most likely case of intermittent errors, UE-Gard prevents the system from
terminating. However, in the unlikely case of a permanent memory error, the
system issues a checkstop eventually if the same memory is reused by a process
that cannot be terminated.

pSeries Models 630, 650, 670, and 690 are supported at the time of writing.

UE-Gard is not to be confused with (dynamic) CPU Guard. CPU Guard takes a
CPU dynamically offline after a threshold of recoverable errors is exceeded, to
avoid system outages.

The logic for UE-Gard is shown in Figure 2-39. On memory errors, the firmware
analyzes the severity and records it in an RTAS log. AlX is called from firmware
with a pointer to the log. AlX analyzes the log to determine whether the error is
recoverable. If the error is recoverable, then AlX resumes. If the error is not fully
recoverable, then AlX determine whether the process with the error is critical. If
the process is not critical, then it is terminated by issuing a SIGBUS signal with a
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UE siginfo indicator. In the case where the process is a critical process, then the
system is terminated as a machine check problem.

Hardware | Memory error |

Error fully
recoverable ?

Affected
process
critical?

yes

Lo

| Terminate process |

4(>| Resume | | Stop

Figure 2-39 UE-Gard logic
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Software components

The software components that are supported by the pSeries server are:

»

>
»
»

AIX

Dynamic logical partitioning (DLPAR)
Workload Manager

Linux

This chapter examines each of these components.

© Copyright IBM Corp. 2004. All rights reserved.
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3.1 AIX

AlX stands for Advanced Interactive eXecutive. It is the IBM version of UNIX. AlX
was created as the premier UNIX operating system by IBM for their line of RISC
technology servers in the mid 1980s. Originally, AIX was primarily based on
AT&T’s UNIX System Version 2. It has evolved over the years through different
versions. It has taken on characteristics of the UNIX Berkeley Software
Distribution (BSD UNIX), the OSF/1 version, and versions of UNIX that have
come from the Open Software Foundation (OSF, now Open Group), of which IBM
was a founding member.

3.1.1 History of AIX

AlX began with the release of Version 3.0 in 1990. This sections takes you
through the history of releases that have since evolved.

AIX Version 3

First released in February of 1990, AIX Version 3.0 through 3.2.5 was created to
support the IBM Reduced Instruction Set Computing (RISC) line of POWER
servers. It was the first version of AIX to offer POSIX IEEE 1003.1 1988
standards conformance, X/Open XPGS3 base-level compliance, and Berkeley
Software Distribution 4.3 (4.3 BSD) compatibility.

Also, the operating system, as a whole, took on new tools and enhancements not
offered by other forms of UNIX.

Logical Volume Manager

The Logical Volume Manager (LVM) introduced a hierarchical storage
management system to AIX. LVM introduced the concept of “logical volumes” to
AlX storage management. It allowed a more dynamic configuration of physical
partitions that allowed system data to span several physical disks.

System Management Interface Tool

To provide an easier and more user friendly interface to AlX, the System
Management Interface Tool (SMIT) was created as a menu-driven tool. It
executes support for installation, configuration, device management, problem
determination, and storage management. Through a series of interactive menus
and dialogs, SMIT automatically builds, executes, and logs the appropriate AlX
system commands required to execute the required operation.

Trusted Computing Base

The Trusted Computing Base (TCB) within AIX offers a means to restrict access
of system resources in a secure manner to authorized users and processes. TCB
also allows for system auditing and event logging of suspicious system events. It
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allows a system administrator to make sure that system resources are only used
along specified security parameters.

Motif X Window Manager

Most types of UNIX provide some sort of graphical user interface (GUI). In early
versions of AlX, this was done using the Motif X Window manager. Motif provided
a fully configurable and programmable GUI to AIX. Support for Motif became
integrated into the AIX window functionality.

Network File System

Although it was originally only offered as a separately licensed program before
AlX 3.2, the Network File System (NFS) eventually became an integral part of
AlX. It was integrated into the AIX 3.2 offering. NFS allows for local mounting of
non-local storage media over a TCP/IP network.

AIX Version 4

In July of 1994, IBM introduced AIX Version 4. Throughout AIX Version 4, AlX
saw many changes and enhancements to the system kernel. The following
sections cover the changes that AlX experienced from AIX 4.1 through AlX
Version 4.3.3.

Network Install Manager

Network installations were possible within previous versions of AlX. However, it
became a formal and fully supported process with AIX Version 4 through the
Network Install Manager (NIM).

NIM installs the basic operating system and other operating system components
from the server onto clients within the network. NIM streamlined the installation
process for AlX. This works especially on the SP hardware platform where many
AlX installs can take place. NIM allows these installs to take place without
constant system administrator intervention.

Journaled file system

Before AIX Version 4.1, data was written within logical volumes to the file system
in set blocks of 4096 bytes. With the introduction of a journaled file system (JFS)
into AIX, support for data block fragments as small as 512 bytes was created.
This allows files to more efficiently use disk space when a data file is smaller than
4096 bytes long.

Dynamic Host Configuration Protocol

Support was added for Dynamic Host Configuration Protocol (DHCP) in AIX
Version 4.1.4. DHCP is a network service under TCP/IP that allows for automatic
network configuration of network clients upon startup.
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The system administrator only has to configure one server in the network with all
the relevant network data. Clients can then access a host configuration
automatically from this server upon bootup.

Common Desktop Environment

The AIX Common Desktop Environment (CDE) replaced the Motif X Window
manager as an industry standard GUI to AIX. CDE 1.0 became the default
bootup desktop in AlX Version 4.1.3. It was included in both the AIX Version 4 for
Clients package and AIX Version for Servers package.

Web-based System Manager

Web-based System Manager (WebSM) enables a system administrator to
manage an AlX system either locally from a graphics terminal or remotely from a
PC or pSeries client.

Information is entered through the use of GUI components on the client side. The
information is then sent over the network to the WebSM server, which runs the
commands necessary to perform the required action.

Internet Protocol version 6 support

Internet Protocol Version 6 (IPv6) is the next generation Internet Engineering
Task Force (IETF) networking protocol. It will become the industry standard
network protocol for the Internet of the future.

IPv6 extends the maximum number of Internet addresses to handle the
ever-increasing Internet user population. IPv6 is an evolutionary change from
IPv4 and has the advantage of allowing a mixture of new and old to coexist on
the same network. This coexistence enables an orderly migration from IPv4
(32-bit addressing) to IPv6 (128-bit addressing) on an operational network.

AIX 5L

AIX 5L was created with the intention of creating an open standards version of
UNIX compatible with 64-bit based hardware platforms. Along with being 64-bit
compliant, AIX 5L also offers affinity with another open standards version of
UNIX, Linux. It has binary compatibility with previous versions of AIX. AIX 5L
Version 5.0 has many enhancements and additions over the previous version,
AlX 4.3.8.

The release of AIX 5L includes the features that are described in the following
sections.

Enhanced Journaled File System

The Enhanced Journaled File System (JFS2) is an enhanced and updated
version of the JFS. JFS2 is intended to provide a robust, quick restart,
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transaction-oriented, log-based, and scalable byte-level file system
implementation for AIX environments. JFS2 has new features that include extent
based allocation, sorted directories, and dynamic space allocation for file system
objects. While tailored primarily for the high throughput and reliability
requirements of servers, JFS2 is also applicable to client configurations where
performance and reliability are desired.

Both JFS and JFS2 are available on POWER systems.

NFS statd multithreading

In AIX 5L, the NFS statd daemon is multi-threaded. In AIX Version 4.3, when the
statd daemon detects whether clients are up, it hangs and waits for a time out
when a client cannot be found. If there are a large number of clients that are
offline, it can take a long time to time out all of them sequentially.

With a multithreading design, stat requests run in parallel to solve the time-out
problem. The server statd monitors clients and the client’s statd monitors the
server if a client has multiple mounts. Connections are dropped if the remote
partner cannot be detected without affecting other stat operations.

Configuration manager

The installation of new hardware has been streamlined in AIX 5L through
enhancements to the configuration manager (cfgmgr). It now adds new devices
in parallel. Previous versions of cfgmgr added devices sequentially as it
discovered them.

Web-based System Manager

The Web-based System Manager (WebSM) tool has the following enhancements
over AlIX Version 4.3.3:

A new management console

Point-to-point multiple host management

New Java 1.3 compliance

Shell script and application programming interface (API) execution interface
Dynamic user interface

Kerberos v5 integration

vyVyVYyVvVYyYyyYy

The /proc file system

The /proc file system contains a directory for each kernel data structure and
active process running on the system. Each of these entries gets a Process
Identification Number (PID) within the kernel memory. Now within AIX 5L, each
PID gets its own directory structure within /proc.

Working with kernel data structures and processes in this manner allows a
debugger or system administrator to stop and start threads within a process,
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trace system calls, trace signals, and read and write to virtual memory within a
process. The new /proc file system can be invaluable in debugging system
processes and applications.

The /opt file system

The /opt or “optional” directory is reserved for the installation of add-on
application software packages. It is integral to AlX 5Ls new affinity with Linux
applications.

Deactivating active paging space

This feature provides new flexibility (does not require rebooting) when changing
configurations, moving paging space to another device, or dividing paging space
up between drives. For earlier releases, allocated and activated paging space
must stay active until the next reboot.

With this release, paging space can be deactivated without rebooting by using
the new swapoff command. The new shrinkps command creates a new,
temporary space, deactivates the original, and changes the original to be
smaller. Then it reactivates it, deactivates the temporary space, and returns it to
logical volume status.

Resource monitoring and control

Resource monitoring and control (RMC), comparable to Reliable Scalable
Cluster Technology (RSCT) on the SP, allows a system administrator to configure
an AlX 5L system to monitor itself in terms of performance, availability, and
response. The RMC subsystem comes preconfigured with 84 conditions and
eight responses. They can be used “as is” or as templates for creating your own
performance monitoring conditions and responses.

Native Kerberos 5 support

The AIX 5L operating system allows the system administrator to replace the
default login process with Kerberos 5 authentication. Kerberos 5, after a user has
logged in their ID, acquires all appropriate network and system credentials. In
previous AlX releases, the distributed computer environment (DCE) and the
network information system (NIS) were supported as alternate authentication
mechanisms.

AlX Version 4.3.3 added Lightweight Directory Access Protocol (LDAP) support
and the initial support for specifying a loadable module as an argument for the
user/group managing commands, such as mkuser, 1suser, and rmuser. This was
documented only in the /usr/Ipp/bos/README file.

AIX 5L now offers a general mechanism to separate the identification and
authentication of users and groups. It defines an API that specifies which
function entry points a module must make available to work as an identification or
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authentication method. This allows for more sophisticated customized login
methods beyond what is provided by the ones based on /etc/passwd or DCE.

Virtual IP address support

For applications to access communication and network services, previous
releases of AIX required applications to bind themselves to a physical network
interface. With the application bound to a physical IP address, the application
could become inaccessible if the IP interface went down or TCP/IP services
became interrupted.

With the addition of virtual IP address (VIPA) support in AIX 5L, an application
can be bound to a virtual IP address that can be routed to any accessible
hardware network interface. This way, if one interface goes down, the VIPA can
be routed to another interface. If done fast enough, it can prevent the loss of
TCP/IP sessions. Furthermore, a VIPA can be brought down independently of
the access of other running applications. This allows multiple applications to use
the same interface for communication and for the virtual IPs to be brought up or
down without affecting any other application’s network interface.

3.1.2 AIX kernel

At the heart of the AlX operating system is the AIX kernel. This kernel provides
the ability to share system resources simultaneously among many processes or
threads and users. The most important resources that the kernel manages are
the processor or processors, memory, and devices. By careful design, the kernel
is preemptable and pageable. It is also dynamic and extendable.

Preemptable

The kernel can be in the middle of a system call and be preempted. This
preemption can signal a context switch that causes an entirely new thread of
execution inside the kernel. Threads are assigned a priority by the kernel that the
kernel can adjust based on certain factors, such as the length of time the thread
has been running. Preemptability allows the kernel to respond to real-time
processes much faster than other operating systems.

In a preemptable kernel, a higher-priority thread that becomes capable of
running may preempt a low-priority thread even though it is executing kernel
code. Device drivers and other interrupts can preempt processes in kernel mode.
Upon its return from the interrupt, the preempted process retains control of the
CPU. In contrast, processes in user mode are always preemptable. Upon its
return from an interrupt, the kernel decides which process should run next,
based on priority.
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Pageable (demand paging)

A pageable kernel means that only those parts of the kernel that are being used
or referenced are kept in physical memory. Kernel pages that have not been used
recently can be paged out. Some parts of the kernel are not paged out. Instead,
they are pinned. An example of pinned kernel code is the interrupt processing
section of the device drivers.

The kernel uses a pager daemon to keep a pool of physical pages free. It uses a
Least Recently Used (LRU) algorithm. If the number of pages that are available
goes below a high-watermark threshold, the pager frees the oldest LRU pages
until a low-watermark threshold is reached.

In other operating systems, including some UNIX variants, the entire kernel must
be loaded and pinned into memory. This feature acquires more significance
when you consider that AIX functionality can be dynamically extended using
kernel extensions. Therefore, while the AIX kernel may tend to be larger than
other kernels, due in part to user-added functions through kernel extensions, it
usually requires less physical memory to actually run.

Dynamic

In AlX, kernel extensions can be added to and deleted from the kernel as
needed. This allows an administrator to add new device drivers, file systems, and
other kernel code at any time without recompiling the kernel. Since recompiling
the kernel is not required, rebooting the system is not normally required for
changes to take effect.

Extendable

Kernel extensions are dynamically loadable in AIX. These extensions allow
programs direct access to kernel resources for better performance.

A system programmer can add new services in AlX by using the defined kernel
extension types. These extension types can be divided into four categories:

Device drivers
System calls
Virtual file systems
Kernel processes

vyvyyvyy

When properly coded, kernel extensions add extensibility, configurability, and

ease of system administration to AlX. This combination of features allows the AlX
kernel to be highly scalable, from the smallest of the PowerPC processors to the
largest pSeries 690. It also allows for the fine tuning of an operating environment.
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3.1.3 Modes of operation (execution modes)

There are two modes of operation in the AIX operating system: the kernel mode
and the user mode. Kernel extensions run in the kernel mode, and user
applications tend to run in the user mode. Kernel mode has unlimited access to
these and other functions, including additional instructions and commands. In
user mode, programs have access to kernel data and global structures.

The receipt of an interrupt can cause a process or thread running in user mode to
change to the kernel mode to handle the exception. An interrupt can be caused
by an external signal, program error, program request, or any other unusual
condition. The receipt of an interrupt causes a switch to the kernel mode and an
immediate branch to a specific memory location or vector. The operating system
has code at that vector to save the machine state and branch to a handler
routine.

Exception versus interrupt: These terms are often confused. An interrupt is
caused by hardware, and an exception is caused by user code.

3.1.4 AIX 5L kernel subsystems

Figure 3-1 illustrates the AIX 5L kernel architecture. Within the kernel, various
subsystems are dedicated to particular functions. These subsystems generally
operate with a high priority in the operating system, as do most kernel processes.
The following sections list the major components of the kernel.
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Figure 3-1 AIX 5L kernel architecture

System call interface

The system call interface is the primary mechanism for user-mode applications to
access the kernel. This layer can be thought of as the API to the kernel.
Applications make system calls to obtain information, perform operations, and
access resources through the kernel.

Input/output subsystem

Access to files and directories is controlled by various layers within the
input/output (1/0) layer of the AIX kernel. There are many parts of this I/O layer.
The major functions contained in the I/O layer provide a consistent view to the
user of any file within the operating system, whether it is a real physical file, a
remote file, or even a logical file. The intent is to deal with all file types via the
same system calls, such as open(), close(), read (), write(), etc.

The major functions of this layer are:

» Logical file system (LFS): The LFS provides AIX and user applications with
a consistent view of all file system implementations. Physical file system types
are shielded by the logical file system.
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» Virtual file system (VFS): The VFS provides a standard set of operations on
entire file systems.

» Physical file system (PFS): There are different types of PFSs, such as JFS,
CD-ROM file system, NFS, and so on.

» Virtual Memory Manager (VMM): The VMM provides processes with a
virtual address space. It allows the creation of memory segments that are
greater than the physical memory.

» Logical Volume Manager: The LVM provides the definition and management
of volume groups, logical volumes, and physical volumes. This creates a
virtual disk environment that can be dynamically changed.

Process management (scheduler)

A thread is the smallest scheduled and dispatched entity within AIX 5L. A
process which may have a single thread or a collection of threads is a
self-contained entity that consists of the information required to run a program.

Process management allows many processes and their threads to exist
simultaneously and share the processor. The scheduler places runnable threads
on the run queue based on priority. The dispatcher is then invoked to “dispatch”
the highest priority thread to the selected processor. The dispatcher is also
invoked at the completion of interrupts and exceptions.

The AIX scheduler uses a time-sharing priority-based scheduling algorithm. The
scheduler periodically scans the list of all active processes and threads. It
recalculates process priorities based on the initial priority and the amount of
processor time used. It tends to favor processes that do not consume large
amounts of the processor time because the amount of processor time used by
the scheduler is included in the priority recalculation equation.

Virtual memory manager

Virtual memory is a mechanism by which the real memory available for use
appears larger than its true size. The virtual memory system is composed of
physical disk space, where portions of a process that are not currently in use are
stored, as well as the system’s real memory.

The physical disk part of virtual memory is divided into three types of segments
that reflect where the data is being stored:

» Local persistent segments from a local file system
» Working segments in the paging space
» Client persistent segments from CD-ROM, JFS2, or remote file systems

One of the basic building blocks of the AIX memory system is the segment,
which is a 256 MB (228) piece of the virtual address space. Each segment is
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further divided into 4096 byte pages of information. Each page sits in a 4 KB
partition of the disk, known as a block. Similarly, real memory is divided into 4096
byte pages.

The VMM coordinates and manages all the activities associated with the virtual
memory system. The VMM is responsible for allocating real memory page
frames and resolving references to pages that are not currently in real memory.

Previous releases of AIX managed all of a system’s real memory as one large
resource that was available for the programs executing in one or more CPUs to
address and use through the VMM. There was one list of free memory pages.
There was also a one-page replacement daemon that would help to ensure that
the required pages could actually be located in system RAM.

Since systems continue to grow, AlX has improved memory management
through the use of multiple free pages lists and multiple page replacement
daemons. This increases the VMM concurrency since contention has been
reduced in the serialization mechanisms and processes with lower latencies can
now service the memory requests.

Platform Abstraction Layer

The Platform Abstraction Layer (PAL®) in the kernel was introduced with AlX
Version 4. It is ostensibly the hardware-control layer. This is the layer in which
device drivers are accessed by the kernel. All hardware-dependent code is
extracted from the kernel and placed in kernel extensions. This facilitates new
hardware and device support.

3.1.5 Multitasking and multithreading support

174

AIX 5L is a multitasking system that uses processes and threads. A thread is an
independent flow of control that operates within the same address space as
other independent flows of control within a process. In previous versions of AlX,
and in most UNIX systems, thread and process characteristics are grouped into
a single entity called a process. In other operating systems, threads are
sometimes called /ightweight processes or the meaning of the word thread is
sometimes slightly different.

In traditional single-threaded process systems, a process has a set of properties.
In multithreaded systems, these properties are divided between processes and
threads.

A process in a multithreaded system is the changeable entity and must be
considered as an execution frame. It has all traditional process attributes, such
as process ID, process group ID, user ID, group ID, environment, and working
directory.
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A process also provides a common address space and common system
resources for:

» File descriptors

» Signal actions

» Shared libraries

» Interprocess communication tools, such as message queues, pipes,
semaphores, or shared memory

A thread is the scheduled or dispatched entity. It has only those properties that
are required to ensure its independent flow of control. A kernel thread is a kernel
entity, such as processes and interrupt handlers. It is the entity handled by the
system scheduler. A kernel thread runs within a process but can be referenced
by any other thread in the system. The programmer has no direct control over
these threads unless kernel extensions or device drivers are written.

A user thread is an entity used by programmers to handle multiple flows of
controls within a program. The API for handling user threads is provided by a
library called the threads library. A user thread only exists within a process. A
user thread in process A cannot reference a user thread in process B. The library
uses a proprietary interface to handle kernel threads for executing user threads.
The user threads’ API, unlike the kernel threads’ interface, is part of a portable
programming model. Thus, a multithreaded program developed on an AIX
system can easily be ported to other systems.

User threads are mapped to kernel threads by the threads library. The way this
mapping is done is called the thread model. There are three possible thread
models that correspond to three different ways of mapping user threads to kernel
threads:

» M:1 model
» 1:1 model
» M:N model

Mapping user threads to kernel threads is done using virtual processors. A
virtual processor (VP) is a library entity that is usually implicit. The virtual
processor looks like a real processor to the user thread. The VP behaves just as
a CPU does for a kernel thread. In the library, the virtual processor is a kernel
thread or a structure bound to a kernel thread.

In the M:1 model, all user threads are mapped to one kernel thread. All user
threads run on one VP. The mapping is handled by a library scheduler. All user
threads programming facilities are completely handled by the library. This model
can be used on any system, especially on traditional single-threaded systems.
Figure 3-2 illustrates this model.
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Thread Thread Thread
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Figure 3-2 M:1 threads model

In the 1:1 model, each user thread is mapped to one kernel thread; each user
thread runs on one VP. Most of the user threads’ programming facilities are
handled directly by the kernel threads. Each thread can be separately and
independently passed out to any processor on the system for execution.
Figure 3-3 illustrates this model.
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Thread Thread Thread

VP Ga VP
Thread library
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Kernel Kernel Kernel
Thread Thread Thread

Figure 3-3 1:1 threads model
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In the M:N model, all user threads are mapped to a pool of kernel threads and
run on a pool of virtual processors. A user thread may be bound to a specific VP,
as in the 1:1 model. All unbound user threads share the remaining VPs. This is
the most efficient and complex thread model. The user threads’ programming
facilities are shared between the threads’ library and the kernel threads.

Figure 3-4 illustrates this model.

User User User
Thread Thread Thread

Library Scheduler ‘

- (o)

Thread library

A 4 w
Kernel Kernel
Thread Thread

Figure 3-4 M:N threads model

By implementing a multi-threaded kernel, AlX is well suited to run in a symmetric
multiprocessor (SMP) system. AIX has been optimized to run on SMP systems,
and scalability on these systems is very high.

3.1.6 64-bit kernel

Beginning with AIX 5L, the operating system provides a 64-bit kernel that
addresses bottlenecks which may have limited throughput on 32-bit systems.
POWER4 and POWER4+ systems are optimized for a 64-bit kernel, which is
intended to increase scalability of RS/6000 and pSeries systems. It is optimized
to run 64-bit applications on POWER4 and POWER4+ systems. The 64-bit
kernel also improves scalability by allowing you to use larger sizes of physical
memory. The 32-bit system is limited to 4 GB of physical memory.

In 32-bit systems, an individual program or process has 32 bits of effective
address space for its own use to contain instructions and data. With 64-bit
computing, applications run in a 64-bit address space. Here, an individual
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program’s addressability becomes measured in terabytes (TB) instead of
gigabytes (GB).

Some database management programs use a large address space for scalability
to maintain very large data buffers in memory. This reduces the amount of disk
I/O they need to perform. Using a large address space, they can supply data to
client applications at the speed needed to sustain the high transaction rate.

In certain cases, database management programs or client applications may
benefit from keeping an entire database or large file immediately accessible in
memory. Read-only data lends itself most readily to this scenario. Significant
improvements in response time or transaction rates are possible. Certain types
of applications can directly attack larger problems by organizing larger arrays of
data to be computed upon. Computer simulation of a physical phenomenon,
such as aircraft flight or a nuclear reaction, are frequently cited examples.

Performance of applications
Consider the differences in performance between the following applications.

64-bit applications on a 32-bit kernel

The performance of 64-bit applications running on the 64-bit kernel on POWER4
or POWER4+-based systems should be greater than, or equal to, the same
application running on the same hardware with the 32-bit kernel. The 64-bit
kernel allows 64-bit applications to be supported without requiring system call
parameters to be remapped or reshaped.

32-bit applications on a 64-bit kernel

In most instances, 32-bit applications on the 64-bit kernel typically have slightly
lower performance than on the 32-bit kernel because of parameter reshaping.
This performance degradation is typically no greater than 5%.

3.2 Workload Manager
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Workload Manager is designed to give the system administrator greater control
over how the scheduler and VMM allocate CPU, physical memory, and I/O
resources to processes. It can be used to prevent different jobs from interfering
with each other. It can also help to allocate resources based on the requirements
of different groups of users or applications.

Workload Manager is useful for large SMP systems. It is typically used for server
consolidation, where workloads from many different server systems, (print,
database, general user, transaction processing systems, and so on) are
combined. These workloads often compete for resources and have differing
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goals and service level agreements. At the same time, Workload Manager can
be used in uniprocessor workstations to improve responsiveness of interactive
work by reserving physical memory.

Workload Manager provides isolation between user communities with different
system demands. This can prevent effective starvation of workloads with certain
characteristics, such as interactive or low CPU usage jobs, by workloads with
other characteristics, such as batch or high CPU usage.

Workload Manager helps system administrators create different classes of
service and specify attributes for those classes. They can classify processes
automatically into classes, based on the user, group, or path name of the
application.

3.2.1 Classes

The central concept of Workload Manager is the class. A class is a collection of
processes (jobs) that has a single set of resource limits applied to it.

Workload Manager assigns processes to the various classes and controls the
allocation of system resources among the different classes. For this purpose,
Workload Manager uses class assignment rules and per-class resource shares
and limits set by the system administrator. The resource entitlements and limits
are enforced at the class level. This defines classes of service and regulates the
resource utilization of each class of applications to prevent applications with
different resource utilization patterns from interfering with each other.

Hierarchy of classes

Workload Manager allows system administrators to set up a hierarchy of classes
with two levels by defining superclasses and subclasses. See Figure 3-5. A class
can be either a superclass or a subclass. The difference between superclasses

and subclasses is the resource control (shares and limits):

> At the superclass level, the determination of resource entitiement (based on
the resource shares and limits) is based on the total amount of each resource
managed by Workload Manager available on the system.

» At the subclass level, the resource shares and limits are based on the amount
of each resource allocated to the parent superclass.
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Superclass_A Superclass_B

Figure 3-5 Hierarchy of classes

The system administrator (the root user) can delegate the administration of each
superclass to a superclass administrator (a non-root user). They allocate a
portion of the system resources to each superclass. Then they allow superclass
administrators to distribute the allocated resources among the users and
applications they manage.

Workload Manager supports 32 superclasses (27 user defined plus five
predefined). In turn, each superclass can have 12 subclasses. Depending on the
needs of the organization, a system administrator can decide to use only
superclasses or both superclasses and subclasses. An administrator can also
use subclasses only for some of the superclasses.

Each class is given a name by the Workload Manager administrator who creates
it. A class name can be up to 16 characters long and can only contain uppercase
and lowercase letters, numbers, and underscores (_). For a given Workload
Manager configuration, the names of all the superclasses must be different from
one another. The names of the subclasses of a given superclass must also be
different from one another. Subclasses of different superclasses can have the
same name. The fully qualified name of a subclass is
superclass_name.subclass_name.

The term class in the remainder of this section applies to both subclasses and
superclasses. The following sections describe both super and subclasses in
greater detail. They also discuss the backward compatibility that Workload
Manager provides to configurations of its first release.

Workload Manager superclass

A superclass is a class with subclasses associated with it. No process can belong
to the superclass without also belonging to a subclass, either predefined or user
assigned. A superclass has a set of class assignment rules that determine which
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processes to assign to it. A superclass also has a set of resource limitation
values and resource target shares that determine the amount of resources that
can be used by processes that belong to it. These resources are divided among
the subclasses based on the resource limitation values and resource target
shares of the subclasses.

Up to 27 superclasses can be defined by the system administrator. In addition,
five superclasses are automatically created to deal with processes, memory, and
CPU allocation:

» Default superclass: The default superclass is named Default and is always
defined. All non-root processes that are not automatically assigned to a
specific superclass are assigned to the Default superclass. Other processes
can also be assigned to the Default superclass by providing specific
assignment rules.

» System superclass: This superclass has all privileged (root) processes
assigned to it if they are not assigned by rules to a specific class. It also has
the pages that belong to all system memory segments, kernel processes, and
kernel threads. Other processes can be assigned to the system superclass.
The default is for this superclass to have a memory minimum limit of 1%.

» Shared superclass: This superclass receives all the memory pages that are
shared by processes in more than one superclass. This includes pages in
shared memory regions and pages in files that are used by processes in more
than one superclass (or in subclasses of different superclasses).

Shared memory and files used by multiple processes that belong to a single
superclass (or subclasses of the same superclass) are associated with that
superclass. The pages are placed in the shared superclass when a process
from a different superclass accesses the shared memory region or file.

This superclass can have only physical memory shares and limits applied to
it. It cannot have shares or limits for the other resource types, subclasses, or
assignment rules specified. Whether a memory segment shared by the
processes in the different superclasses is classified into the shared
superclass, or remains in the superclass it was initially classified into,
depends on the value of the localshm attribute of the superclass the segment
was initially classified into.

» Unclassified superclass: The processes in existence at the time Workload
Manager is started are classified according to the assignment rules of the
Workload Manager configuration being loaded. During this initial
classification, all the memory pages attached to each process are charged
either to the superclass to which the process belongs (when not shared or
shared by processes in the same superclass) or to the shared superclass,
when shared by processes in different superclasses.
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However, there are a few pages that cannot be directly tied to any processes
(and thus to any class) at the time of this classification. This memory is
charged to the unclassified superclass. An example is pages from a file that
has been closed. The file pages remain in memory, but no process owns
these pages. Therefore, they cannot be charged to a specific class. Most of
this memory ends up being correctly reclassified over time, when it is either
accessed by a process, or freed and reallocated to a process after Workload
Manager is started.

There are a few kernel processes, such as wait or Irud, in the unclassified
superclass. Although you can apply physical memory shares and limits to this
superclass, Workload Manager commands do not allow you to set shares and
limits or specify subclasses or assignment rules on this superclass.

» Unmanaged superclass: A special superclass named Unmanaged is always
defined. No processes are assigned to this class. This class is used to
accumulate the memory usage for all pinned pages in the system that are not
managed by Workload Manager. The CPU utilization for waitprocs is not
accumulated in any class. This is deliberate. Otherwise, the system would
always seem to be at 100% CPU utilization. This can be misleading for users
who are looking at Workload Manager or system statistics. This superclass
cannot have shares or limits for any other resource types, subclasses, or
assignment rules specified.

Workload Manager subclasses

A subclass is a class associated with exactly one superclass. Every process in
the subclass is also a member of the superclass. Subclasses only have access
to resources that are available to the superclass. A subclass has a set of class
assignment rules that determine which of the processes assigned to the
superclass will belong to it. A subclass also has a set of resource limitation
values and resource target shares that determine the resources that can be used
by processes in the subclass. These resource limitation values and resource
target shares indicate how much of the superclass’s target (the resources
available to the superclass) can be used by processes in the subclass.

The system administrator or by the superclass administrator can define up to 10
out of a total of 12 subclasses for each superclass. In addition, two special
subclasses, default and shared, are always defined in each superclass:

» Default subclass: The default subclass is named Default and is always
defined. All processes that are not automatically assigned to a specific
subclass of the superclass are assigned to the Default subclass. You can also
assign other processes to the Default subclass by providing specific
assignment rules.

» Shared subclass: This subclass receives all the memory pages used by
processes in more than one subclass of the superclass. This includes pages
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in shared memory regions and pages in files that are used by processes in
more than one subclass of the same superclass.

Shared memory and files used by multiple processes that belong to a single
subclass are associated with that subclass. The pages are placed in the
shared subclass of the superclass only when a process from a different
subclass of the same superclass accesses the shared memory region or file.
There are no processes in the shared subclass. This subclass can only have
physical memory shares and limits applied to it. It cannot have shares or limits
for the other resource types or assignment rules specified.

3.2.2 Tiers

Tier configuration is based on the importance of a class relative to other classes
in Workload Manager. There are 10 available tiers from zero to nine. Tier zero is
the most important, and tier nine is the least important. As a result, classes that
belong to tier zero have resource allocation priority over classes in tier one,
classes in tier one have priority over classes in tier two, and so on. The default
tier number, if the attribute is not specified, is zero.

Tiers apply at both the superclass and subclass levels. Superclass tiers help to
specify resource allocation priority between superclasses. Subclass tiers help to
do the same between subclasses of the same superclass. No relationship exists
between tier numbers of subclasses of different superclasses.

Tier 0 ‘
Superclass_A Tier 1
Superclass_B

Tier 0
@ Tier 0 i

e G

Figure 3-6 Relationship between classes
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Tier separation, in terms of prioritization, is more enforced in AIX 5L than in the
previous release. A process in tier one never has priority over another process in
tier one. There is no overlapping of priorities in tiers. It is unlikely for classes in
tier one to acquire any resources if the processes in tier zero consume all the
resources.

3.2.3 Class attributes

To create a class, different attributes are necessary to have an accurate and
well-organized group of classes. The attributes of classes are:

» Class name: Up to 16 characters long; can contain only uppercase and
lowercase letters, numbers, and underscores (_)

» Tier: Number between zero and nine for class priority ranking

» Inheritance: Specifies whether a child process inherits the class assignment
from its parent

» Adminuser, admingroup (superclass only): Used to delegate the
administration of a superclass

» Authuser, authgroup: Used to delegate the right to manually assign a
process to a class

» Resource set: Used to limit the set of resources to which a given class has
access in terms of CPUs (processor set)

» Localshm: Specifies whether memory segments that are accessed by
processes in different classes remain local to the class they were initially
assigned to, or if they go to the shared class

3.3 Linux

IBM is focusing on Linux because of the increased market share that Linux is
gaining, the rapid market changes, and the client demands. Linux is a stable and
reliable development and deployment platform for Internet applications. Its low
cost and broad platform support allow applications to be developed on
commodity hardware and deployed across a wide range of systems.

Linux for personal computing environments can be acquired at no cost as a
download from the Internet. The kernel and most of the extensions are available
as source code and can be improved by anyone who is willing to contribute.

Linux is a popular operating system for Web servers and dedicated networking
functions, such as Web infrastructure, file-and-print serving, firewalls, directory
serving, e-mail serving, and so on. It is rapidly gaining a position in application
and database servers. Linux has also gained acceptance as an embedded
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operating system for new Internet, file server, and other application appliances.
Currently both SUSE and RedHat are available.

3.3.1 Linux for pSeries

Linux for pSeries is a key element of the IBM @server Linux strategy. The
commitment of IBM to provide Linux for pSeries was announced as part of the
IBM @server launch in October 2000. IBM intends to increase its growing
server momentum by leveraging the power of open source in general and Linux
in particular to offer new options and value to its clients. For pointers to other
documents that more fully address the overall Linux strategy of IBM, see 3.3.4,
“Other related information and links” on page 186.

Today, Linux is strong at the low end of the scalability range, while pSeries has
carved out a leadership position in the mid-range and high-end of the enterprise
server space. As Linux becomes more mature in enterprise reliability, availability
and scalability, Linux for pSeries grows more compelling. As Linux scalability
grows, so do the workloads for which it can be deployed. IBM is working closely
with the Linux community to increase performance, scalability, reliability, and
serviceability to match the strengths of pSeries servers.

Linux for pSeries is also compelling for solutions that require a 64-bit architecture
or the high performance floating-point capabilities of the POWER4+ processor.

LPAR capabilities of the pSeries (see 3.3.3, “Logical partitioning” on page 186)
make it possible to run one or more instances of Linux with AlX. This offers a
low-risk way to begin developing and deploying Linux operating system-ready
applications as desired while retaining the enterprise-ready capabilities of AlX for
mission-critical or highly-scalable workloads. Since Linux doesn’t currently scale
to efficiently handle large SMP systems, LPAR allows you to partition large
pSeries systems to run Linux workloads.

3.3.2 Linux and AIX

The AIX platform is, and will continue to be, the premier operating system from
IBM for pSeries systems. To enhance the interoperability between Linux and AlX,
IBM has ported a collection of open source and GNU software tools from the
Linux world and bundled them into a toolbox for users of AlX. The AIX Toolbox for
Linux Applications is the first step in IBM efforts to provide AlIX and Linux
interoperability.

For clients of AlX, it opens up a range of open sourced Linux applications,
development tools, and utilities. Linux users running Intel architecture systems
have the option to move up to more powerful systems. And for Linux developers,
it introduces a way to expand the target for applications to AIX.
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The toolbox contains a collection of open source and GNU software that works
with both AIX 4.3.3 and AIX 5L. Some of those applications include precompiled
versions of the Gnome and KDE desktop environments and system utilities
(including Emacs, Samba, shells, and GNU base utilities) and application
development tools such as compilers libraries and software installers.

After they are developed and compiled, the original Linux source applications
become native AlX applications. This means that they can take advantage of the
same scalability and performance like any other AIX application. These
applications are AlX binaries. They cannot be run on Linux for pSeries without
being recompiled. Similarly, applications developed on Linux for pSeries do not
run in binary form on AlX.

3.3.3 Logical partitioning

Linux is supported running in one or more static LPARs on all pSeries systems
which support LPAR. AIX and Linux can run concurrently in separate partitions
on an LPAR-enabled system in any combination (for example, zero or more Linux
partitions along with zero or more AlX partitions). This enables a client to
consolidate workloads from several separate servers onto a single system. Since
partitioning is controlled by the Hypervisor firmware and the Hardware
Management Console (HMC) for pSeries, AlX is never required to run Linux.

Dynamic LPAR is currently not supported by Linux. However, Linux partitions can
be created on systems enabled for DLPAR. The Linux partition appears to be
unavailable on the HMC and cannot be changed dynamically. To reconfigure
Linux in an LPAR environment, you must stop Linux first, reconfigure the
partition, and then restart Linux. Future releases of Linux may support DLPAR.

3.3.4 Other related information and links
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For more information, see the following documents:
» [IBM @server pSeries Linux on pSeries Overview

http://www-1.ibm.com/servers/eserver/pseries/linux/whitepapers/1inux
_pseries.pdf

» |BM @server pSeries Facts and Features, G320-9878

http://www-1.ibm.com/servers/eserver/pseries/hardware/
factsfeatures.pdf

» Linux RAS for IBM @server pSeries

https://techsupport.services.ibm.com/server/Linux_on_pSeries/images/
Linux_RAS.pdf
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https://techsupport.services.ibm.com/server/Linux_on_pSeries/images/Linux_RAS.pdf
https://techsupport.services.ibm.com/server/Linux_on_pSeries/images/Linux_RAS.pdf
http://www-1.ibm.com/servers/eserver/pseries/hardware/factsfeatures.pdf
http://www-1.ibm.com/servers/eserver/pseries/linux/whitepapers/linux_pseries.pdf

Benchmarks

This chapter introduces the industrial standard benchmarks. It explains
characteristics of each benchmark and the relationship between industry
standard benchmarks and sizing.

In particular, it covers:

Online transaction processing (OLTP) benchmarks
Business intelligence (BIl) benchmarks

e-business benchmarks

High Performance Computing (HPC) benchmarks
Independent software vendor (ISV) benchmarks

vyvyvyyvyy
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4.1 Introduction to benchmarks
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There are several reasons to study benchmark tests. The most well-known
reason is to compare performance of different computers because clients need
to know which system is better for their applications when they are deciding to
buy a system. However, it is difficult to find an absolute measurement because,
nowadays, computers are complex systems in which many components
influence the overall performance of the system. System performance especially
depends on the kind of application software that is running on the system.

Benchmarks are necessarily abstract and simplified models of application
environments. For this reason, benchmarks represent a good measuring tool to
compare different systems rather than a precise tool for capacity planning for a
given client application environment. No benchmark can fully characterize the
performance of a system in a true production environment because:

» The behavior of benchmark applications is essentially constant on a given
system. Real applications, when executed several times, almost invariably
have different inputs, and consequently exhibit different behavior each time.

» Benchmarks are executed under ideal circumstances. The benchmark is
typically the only application that is executed on a system dedicated to a
single purpose. For this reason, system overheads, such as paging and
context switches, are lower than in actual production use of a processor.
Benchmark processors are often equipped with the latest and greatest
memory and disk subsystems. They may include features that may not match
exactly a system that is of interest to a client. In this sense, benchmarks
represent the upper limit of system performance.

Nonetheless, there is useful information we can gather from benchmark results.
Benchmarks provide some insight into the performance of a computer:

» A computer that performs well on all benchmarks in a given class, such as
floating-point-intensive codes with data structures that are too large to fit into
cache memory, is likely to perform well in all applications that share these
characteristics.

» A processor that performs well in throughput benchmarks (where many
instances of many applications are run) tends to perform better in a true
production environment than one that doesn’t perform well in this context.

» If you fully understand the benchmarks scenario, transaction characteristics,
and metrics, and you know your application and transaction characteristics,
you can use the benchmark results as a source of the rule of thumb
information for your system sizing.

The benchmarks we discuss here are derived using particular, well configured,
development-level computer systems. Actual system performance may vary and
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depend upon many factors, including system hardware configuration and
software design and configuration. Benchmark results highly depend upon
workload, specific application requirements, and systems design and
implementation. Therefore, do not use benchmark results as a substitute for a
specific client application benchmark when critical capacity planning or product
evaluation decisions are contemplated.

The best approach is to reach a deeper understanding of the benchmark.
Compare its model (user interaction, database design, database size,
transaction complexity, processing requirements, storage/backup tests) with the
relevant application environment. If there is a rough maich, the benchmark data
may be a useful and relevant tool to compare different systems and can be a
rough guideline to size your system.

This chapter describes the major industry standard benchmark briefly. To help
you understand and use them, each benchmark is grouped by characteristics.

4.2 OLTP benchmarks

OLTP is a class of program that facilitates and manages transaction-oriented
applications. It typically does this for data entry and retrieval transactions in a
number of industries, including banking, airlines, mail order, supermarkets, and
manufacturers. OLTP transactions are processed immediately on computer
systems. OLTP benchmarks are designed to measure the system performance
and capability of those kinds of workloads.

4.2.1 TPC-C benchmark

TPC benchmark C (TPC-C) is an OLTP workload. It is a mixture of read-only and
update-intensive transactions that simulate the activities found in complex OLTP
application environments. It does so by exercising a breadth of system
components associated with such environments, which are characterized by:

» The simultaneous execution of multiple transaction types that span a breadth
of complexity

» Online and deferred transaction execution modes
» Multiple online terminal sessions

» Moderate system and application execution time
» Significant disk input/output (I/O)

» Transaction integrity: Atomicity, Consistency, Isolation, Durability (ACID)
properties

» Nonuniform distribution of data access through primary and secondary keys
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» Databases consisting of many tables with a wide variety of sizes, attributes,
and relationships

» Contention on data access and update

Metrics and usage

The performance metric reported by TPC-C is a business throughput that
measures the number of orders processed per minute. Multiple transactions are
used to simulate the business activity of processing an order. The performance
metric for this benchmark is expressed in transactions-per-minute-C (tpmC). To
be compliant with the TPC-C standard, all references to tpmC results must
include the tpmC rate, the associated price-per-tpmC, and the availability date of
the priced configuration.

These specifications express implementation in terms of a relational data model
with conventional locking scheme. However, the database may be implemented
using any commercially available database management system (DBMS),
database server, file system, or other data repository that provides a functionally
equivalent implementation.

TPC-C uses terminology and metrics that are similar to other benchmarks,
originated by TPC or others. Such similarity in terminology does not in any way
imply that TPC-C results are comparable to other benchmarks. The only
benchmark results comparable to TPC-C are other TPC-C results that are
compliant with the same revision.

Despite the fact that this benchmark offers a rich environment that emulates
many OLTP applications, this benchmark does not reflect the entire range of
OLTP requirements. In addition, the extent to which a client can achieve the
results reported by a vendor highly depends on how closely TPC-C approximates
the client application. The relative performance (rPerf) of systems derived from
this benchmark does not necessarily hold for other workloads or environments.
We do not recommend extrapolations to any other environment.

Benchmark results highly depend upon workload, specific application
requirements, and systems design and implementation. Relative system
performance varies as a result of these and other factors. Therefore, be careful to
use TPC-C benchmark in case the capacity planning is critical or product
evaluation decisions are contemplated.

In TPC-C, throughput is defined as the number of new-order transactions per
minute that a system generates while the system is executing four other
transaction types (payment, order-status, delivery, and stock-level). All five
TPC-C transactions have a certain user response time requirement, with the
new-order transaction response time set at five seconds. Therefore, for a
150,000 tpmC number, a system is generating 150,000 new-order transactions
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per minute while fulfilling the rest of the TPC-C transaction mix workload. This
means, for example, that for every 10 new-order transactions, the required
transaction mix yields approximately 10 payment transactions, and one each of
delivery, order-status, and stock level.

The price/performance metric is expressed in price-per-tpmC ($/tpmC). The cost
that the $/tpmC is based on is the cost of the computer or host system. It also
encompasses all of the cost dimensions for an entire system environment that
the user may purchase. This cost includes communications equipment, software
(transaction monitors and database software), operating system, computer
systems (server and client), backup storage, and maintenance for a five-year
period. Therefore, if the total system cost is $7,500,000 U.S. and the throughput
is 150,000 tpmC, the price/performance is derived by dividing the price of the
entire system by the performance (150,000 tpmC), which equals $50 per tpmC.

TPC-C is also a convenient benchmark for symmetric multiprocessing (SMP)
systems. The tpmC rates for SMP systems are listed by number of processors.

The performance metric for the TPC-C benchmark is expressed in throughput as
measured in transactions per minute (tpmC).

TPC-C is most likely to be used to compare systems in a commercial
environment. Determining whether the TPC-C benchmark is applicable to a
specific application or environment is extremely difficult. Although this
benchmark offers a rich environment that emulates many OLTP applications, it
does not reflect the entire range of OLTP requirement. In addition, the extent to
which a client can achieve the results reported by a vendor highly depends on
how closely TPC-C approximates the client application. The relative performance
of systems derived from this benchmark does not necessarily hold the same for
other workloads or environments. We do not recommend extrapolations to any
other OLTP environment, but if necessary, use caution.

Note: In most cases in clients workloads, the CPU part is much higher than
the small, well-tuned TPC-C application.

For more information about this benchmark, values, and systems tested, see:

http://www.tpc.org/tpcc/default.asp

4.3 Business intelligence benchmarks

Bl has leveraged the functionality, scalability, and reliability of modern database
management systems to build constantly larger data warehouses and to use
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data mining techniques to extract business advantage from the vast available
enterprise data. Knowledge management technologies, while less mature than
BI, are now capable of combining today’s content management systems and the
Web. They use vastly improved searching and text mining capabilities to derive
more value from the explosion of textual information.

The amount of business data is increasing exponentially. In fact, it doubles every
two to three years. More information means more competition. In the age of the
information explosion, executives, managers, professionals, and workers all need
to make better or faster decisions. Now, more than ever, time is money. Bl
provides an easy-to-use, sharable resource that is powerful, cost-effective, and
scalable to your needs. Bl benchmarks is designed to measure the system
performance and capability of those kinds of workloads.

4.3.1 TPC-H benchmark

192

TPC-H is an ad-hoc decision support benchmark that represents decision
support environments. It is ad-hoc in the sense that queries are random.
Therefore no caching benefits influence the benchmark results. Given this, the
query times can be quite long since you cannot tune the database for the query.

The benchmark consists of a suite of business related ad-hoc and concurrent
data modifications. TPC-H evaluates the performance of a decision support
system that performs complex queries (more complex than OLTP transactions)
on large volumes of data with a high degree of complexity.

TPC-H is composed of power and throughput runs. They should be executed
under the same conditions:

» Power test: Measures the raw query execution power of the system when
connected with a single active user.

» Throughput test: Measures the ability of the system to process the most
queries in the least amount of time.

Systems today are used for both scale-up (supporting more users and higher
throughput) and speed-up (making a single task faster, reducing response time)
of a workload. The power metric demonstrates the speed-up while the
throughput metrics shows the scale-up capacity of the system.

The queries and the data populating the database were chosen to have broad
industry-wide relevance, while maintaining a sufficient degree of ease of
implementation. This benchmark illustrates decision support systems that:

» Examine large volumes of data
» Execute queries with a high degree of complexity
» Give answers to critical business questions
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TPC-H evaluates the performance of various decision support systems by
executing sets of queries against a standard database under controlled
conditions. The TPC-H queries:

» Give answers to business questions

» Simulate generated ad-hoc queries (such as via a point-and-click graphical
user interface (GUI))

» Are far more complex than most OLTP transactions
» Include a rich breadth of operators and selectivity constraints

» Generate intensive activity on the part of the database server component of
the system under test

» Are executed against a database that complies with specific population and
scaling requirements

» Are implemented with constraints derived from staying closely synchronized
with an online production database

The TPC-H operations are modeled on a typical production system as follows:

» The database is continuously available 24 hours-a-day, seven days-a-week,
for ad-hoc queries from multiple end users and data modifications against all
tables, except possibly during infrequent (for instance, once a month)
maintenance sessions.

» The TPC-H database tracks, possibly with some delay, the state of the OLTP
database through on-going refresh functions that batch together a number of
modifications that impact some part of the decision support database.

» Due to the world-wide nature of the business data stored in the TPC-H
database, the queries and the refresh functions may be executed against the
database at any time. In addition, this mix of queries and refresh functions is
subject to specific ACID requirements because queries and refresh functions
may execute concurrently.

» To achieve the optimal compromise between performance and operational
requirements, the database administrator can set, once and for all, the locking
levels and the concurrent scheduling rules for queries and refresh functions.

Metrics and usage

The performance metric reported by TPC-H is called the TPC-H Composite
Query-per-Hour Performance Metric (QphH@ Size). It reflects multiple aspects
of the capability of the system to process queries. These aspects include the
selected database size against which the queries are executed, the query
processing power when queries are submitted by a single stream, and the query
throughput when queries are submitted by multiple concurrent users.
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The minimum database required to run the benchmark holds business data from
10,000 suppliers. It contains almost 10,000,000 rows representing a raw storage
capacity of about 1 GB. Compliant benchmark implementations may also use
one of the larger permissible database populations (for example, 100 GB,

300 GB, 1 TB and so on).

The TPC-H Price/Performance metric is expressed as $/QphHeSize. To be
compliant with the TPC-H standard, all references to TPC-H results for a given
configuration must include all required reporting components. You must not
compare different size databases.

If a system costs $300,000 U.S. and the TPC-H Price/Performance metric is
$1000 per QphH@ 100GB, then the Price/Performance is $300 (300000 divided
by 1000).

The TPC-H database must be implemented using a commercially available
DBMS and the queries executed via an interface using dynamic SQL. The
specification provides for variants of SQL, since implementers are not required to
implement a specific SQL standard in full.

TPC-H uses terminology and metrics that are similar to other benchmarks
originated by the TPC and others. Such similarity in terminology does not, in any
way, imply that TPC-H results are comparable to other benchmarks. The only
benchmark results comparable to TPC-H are other TPC-H results that are
compliant with the same revision.

The purpose of this benchmark is to reduce the diversity of operations in an
information analysis application. It retains the application’s essential performance
characteristics, namely the level of system utilization and the complexity of
operations. A large number of queries of various types and complexities must be
executed to completely manage a business analysis environment.

Many of the queries are not of primary interest for performance analysis because
of the length of time the queries run, the system resources they use, and the
frequency of their execution. The queries that are selected exhibit the following
characteristics:

A high degree of complexity

Use a variety of access patterns

Are of an ad-hoc nature

Examine a large percentage of the available data

All differ from each other

Contain query parameters selected at random across query executions

vVvyYvYyVvYYyy
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These selected queries provide answers to the following classes of business
analysis:

Pricing and promotions

Supply and demand management
Profit and revenue management
Client satisfaction study

Market share study

Shipping management

vVvyyvyvyyypy

For additional information about this benchmark, values and systems tested, see:

http://www.tpc.org/tpch/default.asp

4.4 e-business benchmarks

The term e-business is derived from such terms as “e-mail” and “e-commerce”. It
is the concept of conducting business on the Internet. It includes buying and
selling as well as servicing clients and collaborating with business partners.
Companies use the Web to buy parts and supplies from other companies, to
collaborate on sales promotions, and to conduct joint research. Exploiting the
convenience, availability, and world-wide reach of the Internet, many companies
have already discovered how to use the Internet successfully.

The e-business benchmark is designed to evaluate the capability for e-business
especially, for example, for Java and Web server performance.

4.41 TPC-W benchmark

TPC Benchmark W (TPC-W) is a transactional Web benchmark. The workload is
performed in a controlled Internet commerce environment that simulates the
activities of a business-oriented transactional Web server. The workload covers a
range of system components associated with such environments, which are
characterized by:

» Multiple online browser sessions
» Dynamic page generation with database access and update
» Consistent Web objects

» The simultaneous execution of multiple transaction types that span a breadth
of complexity

» Online transaction execution modes

» Databases consisting of tables with a variety of sizes, attributes, and
relationships

Chapter 4. Benchmarks 195


http://www.tpc.org/tpch/default.asp

» Transaction integrity (ACID properties)
» Contention on data access and update

The application portrayed by the benchmark is a book store on the Internet with a
client browse and order scenario. Clients visit the company Web site, the store
front, to look at products, find information, place an order, or request the status of
an existing order. The majority of visitor activity is to browse the site. Some
percentage of all visits results in submitting a new order. In addition to using the
system as a store-front, it is also used for administration of the Web site.
Administration includes modification to the store-front.

Multiple Web interactions are used to simulate the activity of a book store. Each
interaction is subject to a response time constraint. The store size is chosen from
among a set of given scale factors, which is the number of items in inventory and
varies from 1,000 items to 10,000,000 items.

The following functions, if used in the benchmark, must be provided by
commercially available products and be transparent to the application program:

v

Multiplexing
Routing

Load balancing
Caching

vYvyy

The transparency requirement means that the application must not have code
that directly references these functions during the measurement interval. To
implement the electronic commerce function, you may use commercially
available products or implementation-specific programs.

The electronic commerce function must include, at a minimum, the following
capabilities as defined in this specification:

Secure Socket Layer (SSL)
Shopping cart

Credit card verification

Secure online payment authorization

v

vvyy

Although these specifications express implementation in terms of a relational
data model with a conventional locking scheme, the database may be
implemented using any commercially available DBMS, database server, file
system, or other data repository that provides a functionally equivalent
implementation. The terms table, row, and column are used in this document
only as examples of logical data structures.
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Metrics and usage

The performance metric reported by TPC-W is the average number of Web
interactions processed per second. An average is used because some
interactions are faster than others. For example, loading a home page is faster
than other interactions. The TPC-W primary metrics are the Web interactions per
second (WIPS) rating and system cost per WIPS. WIPS can be sustained by the
system under test (SUT), which is the collection of servers that provide the
TPC-W e-commerce solution. The cost per WIPS is essentially the cost of the
SUT divided by the WIPS rate.

TPC-W simulates three different profiles by varying the ratio of browse to buy,
primarily shopping (WIPS), browsing (WIPSb), and Web-based ordering
(WIPSo). All references to WIPS (WIPSb, WIPSo) results must include the
primary metrics, which are the WIPS rate, the associated price per WIPS
($/WIPS), and the availability date of the priced configuration.

The purpose of this benchmark is to reduce the diversity of operations found in
an Internet commerce application while retaining the application’s essential
performance characteristics. These are namely the level of system utilization and
the complexity of operations. A large number of functions must be performed to
manage an environment that supports browse and order processing.

A representative set of functions are included. Many other functions are not of
primary interest for performance analysis. They are proportionally small in terms
of system resource utilization or in terms of frequency of execution. Although
these functions are vital for a production system, they merely create unnecessary
diversity in the context of a standard benchmark and are omitted in TPC-W.

For additional information about this benchmark, values and systems tested, see:

http://www.tpc.org/tpcw/default.asp

4.4.2 SPEC JBB2000 benchmark

SPECjbb2000 focuses to measure Java server performance for business
applications. Java business benchmark (JBB) is helpful in predicting the
performance and scalability of Java-based business solutions. It illustrates the
Java engine effectiveness and how efficiently each processor, RAM, and disks
are performing.

SPEC|jbb2000 benchmark highlights include:

» Emulation of a three-tier system, the most common type of server-size Java
application today

» Business logic and object manipulation, the work of middle tier

Chapter 4. Benchmarks 197


http://www.tpc.org/tpcw/default.asp

198

» Clients replaced by driver threads

» Database storage by binary trees of objects

» Increasing amounts of workload applied, providing a graphical view of
scalability

The SPECjbb2000 benchmark models a wholesale company, with warehouses
that serve various districts. It emulates this processing with a three-tier
client/server model:

1. Clients initiate information requests or orders. These requests are simulated
by random input from terminal processes. It assumes that each warehouse
has one terminal input.

2. These requests are processed using the business logic instructions
programmed into the Java application.

3. A database is accessed to obtain the information needed to fulfill the client’s
request. This database is represented by data stored in a tree-like structure
held in memory. Each warehouse contains roughly 25 MB of data stored in
the database.

The SPECjbb2000 process in Figure 4-1 shows benchmarks for three and five
warehouses, respectively. The processes for each benchmark run are performed
in a single Java environment. When running the benchmark, as the number of
warehouses increase, the number of lightweight processes or threads increase,
as does the size of the database.

Inquiry

Update [:>

Create

Delete

. &
<=
E B
HE B

Warehouse Business Warehouse Warehouse Business Warehouse
terminals logic data terminals logic data
Three warehouses Five warehouses

Figure 4-1 SPECjbb2000 benchmark process

Metrics and usage

A measurement is taken on the middle tier. It captures the rate at which business
operations are performed per second (Ops/s). The SPECjbb2000 metric is an
average number for peak performance throughputs.
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SPECjbb2000 performs a functional and performance test for Java platforms. It
exercises the implementations of the Java Virtual Machine (JVM), Just-In-Time
(JIT) compiler, threads, and some aspects of the operating system. It also
measures the performance of CPUs, caches, memory hierarchy, and the
scalability of processors and servers.

The SPECjbb2000 benchmark only measures performance using a single Java
environment. It is also totally self-contained, because it stores all the data in
memory. Therefore the benchmark does not take disk and network 1/0O into
consideration. A “real-world” application needs to address these additional
performance parameters.

SPECjbb2000 dispatches units of work against each processor. No interaction
between processors for shared data takes place, and no network or disk 1/0 is
required. Each system completes its unit of work and the result is accumulated
and reported. This means that each additional processor adds to the
accumulated total of the result and causes absolutely no overhead to the other
processors. SPECjbb2000 is not a “real world” benchmark and should be
considered along with other benchmarks that reflect real-world workloads.

In addition, most of the 64-bit JVM implementations support very large memory,
so garbage collection does not occur during the benchmark. The value of the
benchmark is as a measure of JVM effectiveness and what a single system is
capable of delivering.

SPECjbb2000 does not use many Java software functions including Enterprise
JavaBeans (EJBs), Servlets, or JavaServer Pages (JSPs).

For additional information about this benchmark, values and systems tested, see:

http://www.spec.org/jbb2000

4.4.3 SPECweb99 benchmark

The SPECweb99 benchmark is designed to measure a system’s ability to act as
a Web server answering static and dynamic page requests. The features of
Specweb99 include:

» Standardized workload, agreed by major players in world-wide Web (WWW)
market

» Full disclosures available on this Web site
» Stable implementation with no incomparable versions

» Measurement of simultaneous connections rather than Hypertext Transfer
Protocol (HTTP) operations
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» Simulation of connections at a limited line speed

» Dynamic GETs, as well as static GETs; POST operations

» Keepalives (HTTP 1.0) and persistent connections (HTTP 1.1)
» Dynamic ad rotation using cookies and table lookups

» File accesses more closely matching today’s real-world Web server access
patterns

» An automated installation program for Microsoft Windows NT and UNIX
installation scripts

» Inter-client communication using sockets

This benchmarks runs a multithreaded HTTP load generator on a number of
driving “client” systems that perform static and dynamic GETs of a variety of
pages from, and perform POSTs to, the SUT.

The SPECweb99 workload simulates the accesses to a Web service provider,
where the server supports the home page for several different organizations.
Each home page is a collection of files ranging in size from small icons to large
documents or images. As in the real world, certain files within the home page are
more popular than others. Dynamic GETs simulate the common practice of
“rotating” advertisements on a Web page. POSTs simulate entry of user data into
a log file on the server, such as may happen during a user registration sequence.

SPECweb99 consists of both static and dynamic workloads. The dynamic
workload in SPECweb99 is based on two prevalent features of commercial Web
servers: advertisement and user registration. Increasingly, Web servers also use
browser-specific information to tailor pages and advertisements to the viewer.

There are four kinds of dynamic content requests in the SPECweb99 benchmark:

» Standard Dynamic GET

» Standard Dynamic Get with CGl

» Dynamic GET with Custom Ad Rotation
» Dynamic POST

The Standard Dynamic GET and Standard Dynamic GET with CGl requests
simulate simple advertisement rotation on a commercial Web server. Many Web
servers use dynamic scripts to generate content for advertisements on Web
page “on the fly”. This allows them to rotate the advertisements in real time so
that the same space can be sold to different clients. The file containing the script
is invoked as an executable program.

The Standard Dynamic GET with CGI request uses a non-persistent
implementation so that a new process is created each time a request is received
(for example, fork for UNIX and CreateProcess for Windows NT).

IBM @server pSeries Sizing and Capacity Planning



The Dynamic GET with Ad Rotation scheme models the tracking of users and
presentation of customized advertisements based on user preferences. In the
SPECweb99 implementation, a user ID number is passed as a cookie along with
the ID number of the last ad seen by that user. The user’'s User Personality
record is retrieved and compared against demographic data for ads in the
custom advertisement database, starting at the record after the last
advertisement seen. When a suitable match is found, the advertisement data is
returned in a cookie. In addition to the cookies, the request contains a file name
to return. Depending on the name of the file to return, it is either returned as is, or
it is scanned for a template string and returned with the template filled in with
customized information.

The Dynamic POST request models user registration at an Internet Service
Provider (ISP) site. In the benchmark, the POST data and some other
information are written to a single ASCI| file, called post.log. All POST requests
contain a cookie value that is written into the post.log and sent back to the
requester with a Set-Cookie header. Table 4-1 shows the request distribution that
is used.

Table 4-1 Workload request percentage

Request Percentage
Static GET 70
Standard Dynamic GET 12.45
Standard Dynamic GET with CGl 0.15
Dynamic GET with Ad Rotation 12.6
Dynamic POST 4.8

Total 100

The workload is based on the analysis of server logs from several popular
Internet servers and some smaller Web sites. The workload defines four classes
of files which are accessed. They have file sizes of less than 1 KB, 1 to 10 KB, 10
to 100 KB, and 100 KB to 1 MB. There are nine files in each class, with sizes
distributed evenly through the range for that class. The access patterns to the
files were determined from the analysis of the Web server logs. Within each
class, non-linear distributions exist of accesses, reflecting the fact that certain
files are more popular than others. Table 4-2 shows the file access distribution.
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4.5 High

Table 4-2 File sizes per class and frequency of access

Class File size Frequency of access
Class 0 0KBto 1 KB 35%

Class 1 1 KB to 10 KB 50%

Class 2 10 KB to 100 KB 14%

Class 3 100 KB to 1 MB 1%

Recent studies have shown that file accesses on a server follow a Zipf
distribution. For an example, see:

http://www.useit.com/alertbox/zipf.html

Therefore, the SPECweb99 directory and within-class accesses are generated
using the Zipf distribution function. The resulting overall distribution is close to
actual measured distributions on real servers.

Metrics and usage

The performance metric of SPECweb99 benchmark is also called SPECweb99.
The SPECweb99 metric represents the maximum number of simultaneous
connections that a Web server can support while meeting specific throughput
and error rate requirements. The connections are made and sustained at a
specified maximum bit rate with a maximum segment size. They are intended to
more realistically represent conditions that are seen on the Internet during the
lifetime of this benchmark.

SPECweb99 was not designed as a capacity planning tool. However, it provides
information about how Web servers handle this specific workload. The workload
uncovers several key components of a good Web server, including LAN
performance, processing power, and memory bandwidth, to name a few.

Do not compare the SPECweb99 metric with the SPECweb96 metric expressed
in HTTP ops/sec or any other benchmark metric.

For additional information about this benchmark, values and systems tested, see:

http://www.spec.org/web99

Performance Computing benchmarks

Usually, High Performance Computing requires massive amounts of
computational power-power that enables trillions of calculations to occur within a
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second. It achieves the peak performance and productivity needed to run
increasingly complex scientific and engineering applications. These are quite
different with the commercial benchmarks.

To measure HPC-related system power properly, some special benchmarks for
HPC environments are needed. HPC benchmarks are designed for this situation
and to measure overall system performance and specific system components, for
example CPU, memory, compiler, and MPI.

4.5.1 SPEC CPU2000 benchmark

SPEC CPU2000 is a benchmark that measures computer performance for
CPU-intensive computing. SPEC CPU2000 contains two sets of benchmarks.
SPEC CPU2000 focuses on compute-intensive performance, which means these
benchmarks emphasize the performance of:

» The computer processor (CPU)
» The memory architecture
» The compilers

SPEC CPU2000 is made up of two subcomponents that focus on two different
types of compute intensive performance:

» CINT2000 for compute-intensive integer performance
» CFP2000 for compute-intensive floating point performance

SPEC CPU2000 is not intended to stress other system components, such as
disk drives, networking, and graphics, which are not included in the benchmarks.
However, these components may affect a system configured in a particular way.

Metrics and usage

SPEC CPU2000 incorporates run and reporting rules for baseline and optimized
results for both CINT2000 and CFP2000 benchmarks. Rates are calculated by
timing from the start of the first copy of each code to the completion of the last
copy of each code.

Metrics are defined as:

» Base: Base metrics refer to restricting the number of options on the compiler
to try to represent typical use. Four flags are allowed that are generally
recognized as safe. They are used for all the benchmarks in the same
language in a suite.

» Peak: Peak metrics allow almost any compiler option. However, options may
not name specific variables or functions.

» Non-rate or speed: These benchmarks run one program at a time, although
this execution can use multiple processors, if the compiler supports this.
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» Rate: Rate benchmarks execute more than one copy of each program at one
time to measure throughput of a homogeneously loaded system.

There are four metrics for CINT2000 for integer compute-intensive performance
comparisons:

» SPECint2000 / SPECint_rate2000

This metric is produced from the geometric mean of 12 normalized ratios (one
for each integer benchmark) when compiled with aggressive optimization for
each benchmark. This is a peak metric. Almost any compiler option is
allowed, except those that name specific variables or functions.

SPECint2000 executes one program at one time. SPECint_rate2000
executes more than one copy of each program at one time.

» SPECint_base2000 / SPECint_rate_base2000

This metric is produced from the geometric mean of 12 normalized ratios (one
for each integer benchmark) when compiled with conservative optimization for
each benchmark. This is a base metric. The compiler is limited to four options.

SPECint_base2000 executes one program at a time. SPECint_rate_base2000
executes more than one copy of each program at one time.

There are four metrics for CFP2000 for floating point compute-intensive
performance comparisons:

» SPEC{p2000 / SPECfp_rate2000

This metric is produced from the geometric mean of 14 normalized ratios (one
for each integer benchmark) when compiled with aggressive optimization for
each benchmark. This is a peak metric. Almost any compiler option is
allowed, except those that name specific variables or functions.

SPECfp2000 executes one program at one time. SPECfp_rate2000 executes
more than one copy of each program at one time.

» SPECfp_base2000 / SPECfp_rate_base2000

This metric is produced from the geometric mean of 14 normalized ratios (one
for each integer benchmark) when compiled with conservative optimization for
each benchmark. This is a base metric. The compiler is limited to four options.

SPECfp_base2000 executes one program at a time. SPECfp_rate_base2000
executes more than one copy of each program at one time.

The ratio for each benchmark is calculated using a SPEC-determined reference
time and the actual run time of the benchmark.
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Baseline reports are mandatory for reported results and restrict the number of
compiler optimization that can be used for performance testing. Reporting of
optimized results is not mandatory.

Performance measurement for system speed and throughput is provided by
SPEC CPU2000. The speed at which a system completes all of the CPU2000
benchmarks is provided by SPECint2000. The measurement of the number of
tasks that a computer can complete in a given amount of time is provided by
SPECint_rate2000.

CINT2000 and CFP2000 are based on compute-intensive applications provided
as source code. CINT2000 contains 11 applications written in C and one in C++
(252.eo0n) that are used as benchmarks. CFP2000 contains 14 applications (six
Fortran-77, four Fortran-90, and four C) that are used as benchmarks.

For additional information about this benchmark, values and systems tested, see:

http://www.spec.org/cpu2000

4.5.2 LINPACK benchmark

LINear algebra PACKage (LINPACK) is the name of a library of subroutines for
linear algebra calculations. It is also the name of a widely used benchmark that
measures the performance of computers when solving a particular system of
linear equations. The LINPACK library was superseded by the Linear Algebra
PACKage (LAPACK) library. However, the name LINPACK still applies to the
performance benchmark (even if the computations are done using the LAPACK
library code). The LINPACK benchmark includes three versions of benchmarks:

» Linpack Fortran n=100 benchmark: This benchmark solves a 100 x 100
system of linear equations. The ground rules for running this benchmark are
that you cannot make any changes to the Fortran code, not even to the
comments. Only compiler optimization can be used to enhance performance.

» Linpack n=1000 benchmark1000 (also known as LINPACK Toward Peak
Performance (TPP)): This benchmark solves a 1000 x 1000 system of linear
equations. The ground rules for running this benchmark are more relaxed in
that you can specify any linear equation solve you want, implemented in any
language. This is still a popular version of the benchmark for uniprocessors,
but it is too small to be useful on parallel computers.

» LINPACK NxN (also known as LINPACK HPC or LINPACK Parallel): This
benchmark solves an N x N system of linear equations. The value N can be
quite large so that many processors can be applied with good parallel
scalability. This benchmark attempts to measure the best performance of a
system in solving a system of equations.
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This benchmark is used as the single figure of merit for the “Top 500 List”
which reports twice a year on the 500 most powerful supercomputers in the
world. For information about this list, see:

http://www.top500.0rg

Metrics and usage

The LINPACK benchmarks indicate performance in the unit of millions of
floating-point operations per second (MFLOPS). For massively parallel
processors (MPPs), values are usually reported in billions of floating-point
operations per second (GFLOPS).

The LINPACK 1000 and LINPACK NxN benchmarks represent the highest
attainable performance level that a computer is likely to deliver. They are typically
implemented by the various system vendors in ways that use caches effectively
and attain excellent parallel scalability. The results are difficult to compare with
real-world scientific and technical applications in general without
platform-specific code optimization.

For additional information about this benchmark, values and systems tested, see
the following Web sites:

http://www.netlib.org/linpack
http://www.netlib.org/benchmark/performance.ps

4.6 ISV benchmarks

ISV application benchmarks are created by such individual companies as SAP,
PeopleSoft, Oracle, Baan, Siebel, and J.D. Edwards. They allow clients to size
ISV applications on different vendor’s hardware. They also help to answer such
questions as “How many users will it support?” and “How much throughput
should be expected?” Each ISV controls the publishing rules for their own
applications.

4.6.1 SAP Standard Application benchmarks

SAP Standard Application benchmarks test and prove the scalability of the
mySAP Business Suite. The benchmark results provide basic sizing
recommendations for clients by testing new hardware, system software
components, and RDBMS. They allow for the comparison of different system
configurations.
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The benchmark suite

The original SAP Standard Application benchmarks are available for many SAP
components. Originally introduced to strengthen quality assurance, the SAP
Standard Application benchmarks can help to test and verify scalability,
concurrency and multi-user behavior of system software components, RDBMS,
and business applications. All performance data relevant to system, user, and
business applications are monitored during a benchmark run. They can help to
compare platforms and offer basic input for sizing recommendations.

This section explains some popular benchmarks. For additional benchmark
information, see:

http://www.sap.com/benchmark

Sales and Distribution benchmark

The SAP Sales and Distribution (SD) benchmark offers a good demonstration of
scalability. The SD benchmark, one of the most CPU-intensive benchmarks, has
become a de facto standard for performance testing for SAP’s platform partners
and in the Enterprise Resource Planning (ERP) environment.

The SD benchmark consists of the following transactions:

Create an order with five line items (transaction VAO1).
Create a delivery for this order (VLO1).

Display the client order (VAQ03).

Change the delivery (VL02) and post goods issue.

List 40 orders for one sold-to party (VAO5).

Create an invoice (VFO1).

ook wN~

The SD benchmark follows the steps outlined in Table 4-3.

Table 4-3 SD benchmark steps

Step | Task Step | Task
0 Logon 14 Select sales order
1 Main screen 1